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Abstract
Tight framelet system is a recently developed tool in applied mathematics. Framelets, due to their nature, are widely used in the area of image manipulation, data compression, numerical analysis, engineering mathematical problems such as inverse problems, visco-elasticity or creep problems, and many more. In this manuscript we provide a numerical solution of important weakly singular type of Volterra - Fredholm integral equations WSVFIEs using the collocation type quasi-affine biorthogonal method. We present a new computational method based on special B-spline tight framelets and use it to introduce our numerical scheme. The method provides a robust solution for the given WSVFIE by using the resulting matrices based on these biorthogonal wavelet. We demonstrate the validity and accuracy of the proposed method by some numerical examples.
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1. Introduction

Integral equations arise in many scientific, physics, and engineering problems such as quantum and fluid mechanics [1,2], mathematical economics [3], viscoelastic damping [4], the method to calculate the conformal mapping of a domain [5], the reformulation of radiative heat transfer problems [6], the reformulation of partial differential equations of the Helmholtz equation [7], and many applications in various areas can be found in [8–21].

Much effort has been made for producing numerical methods for solving various types of integral equations. In fact, there are several numerical methods for solving variety of Fredholm and Volterra integral equations, such as Galerkin method, Collocation method, Taylor series, transforming equation to a (non) linear system of algebraic equation, Legendre wavelets, Taylor polynomials and recently Chebyshev polynomials and expansion method [29–37]. Among these methods, for example, authors of [22] used Tau method for solving some type of weakly singular integral equations. A new algorithm produced for solving hyper singular integral equations in [23]. The reproducing kernel and the discrete Galerkin methods have been presented in [24,25]. Many efforts have been made for solving various types that used wavelets can be found in [26–28]. Interested readers should consult the references therein to have a complete picture of it.
With extensive applications of waves in image processing, and physical research, etc., there has already been a rapid development of waves in solutions of integral equations. We develop a new method based on a generalized wavelet, or simply tight framelets, systems that generated using set of functions that are not orthonormal bases and based on the quasi-affine setup. The systems are produced to approximate the solution of the WSVFEs with singularities.

Numerical solutions of specific types such as WSVFEs are rarely studied in the literature and solving it usually not easy. So it is important to provide a solution numerically. Tight framelets have been emerging in many areas in fields of applications and computational sciences (e.g. see [38–43]). These framelets have been getting more attention lately for numerically solving specific type of integral equations [44].

We use a quasi-affine (biorthogonal) tight framelets system generated using special type of B-splines based on the collocation method to numerically solve the weakly singular mixed Volterra - Fredholm integral equation defined by

$$u(x) = f(x) + \int_a^x \frac{\mathcal{B}_k(x,y) u(y) dy}{(x-y)} + \int_a^x \frac{\mathcal{B}_k(x,y) u(y) dy}{(x-y)}, \quad 0 < \alpha, \beta < 1,$$

(1.1)

where $f, \mathcal{B}_k(x,y), \mathcal{B}_k(x,y)$ are known continuous functions, and $u(x)$ is the unknown function to be determined (approximated).

The system we use here is generated by the oblique extension principle (OEP) that introduced in [45,51]. This system provides an approximated solution of high accuracy order. It is different from the papers in the literature that we approximate the exact solution using a redundant system (tight frames). The redundancy of the framelet system entails that a given function can be represented in many ways as a convergent sum. Our framelet representation is one of many. These representations have recently emerged as another powerful tool and popular through the use in numerous applications. One of the major advantages of a redundant systems is that it is implemented by a frame fast transform, which will provide us with a better recovery and high accuracy. Also, redundancy can be viewed as the same idea of removing doubt in signal/function representations. Given a function, we represent it in another system, typically a basis, where its characteristics are more readily apparent in the transform coefficients. However, these representations are typically nonredundant, and thus corruption or loss of transform coefficients can be serious. In fact, this is one of the important reasons that we try to approximate the solution for a given integral equation via framelets in order to facilitate various solution processing tasks. Thus, the right representation is critical if we are to perform our solution task effectively and efficiently.

2. Preliminaries

We recall the preliminary background and notations required for our paper (e.g., see [43,46,47,49]). Let $L^2(\mathbb{R})$ denote the space of all square integrable functions over $\mathbb{R}$, where

$$L^2(\mathbb{R}) = \left\{ f: \mathbb{R} \to \mathbb{R}; \int_{\mathbb{R}} |f|^2 < \infty \right\}.$$ 

In the construction of a framelet $\Psi = \{ \psi^\ell, \ell = 1, \ldots, r \}$, it is require to use a “magic” function, called refinable function $\phi$, where a compactly supported function $\phi \in L^2(\mathbb{R})$ is said to be refinable if

$$\phi(x) = 2 \sum_{k \in \mathbb{Z}} h_0[k] \phi(2x - k),$$

(2.1)

for some finite supported sequence $h_0[k] \in \ell_2(\mathbb{Z})$, where $\ell_2(\mathbb{Z})$ is the set of all sequences $h[k]_{k \in \mathbb{Z}}$ such that

$$\sqrt{\sum_{k \in \mathbb{Z}} |h[k]|^2} < \infty.$$ 

The sequence $h_0$ is called the low mask filter of $\phi$.

Definition 2.1 [49]. A system $\mathcal{X}(\Psi) = \{ \psi_{jk}^\ell, \ell = 1, \ldots, r \}_{j,k \in \mathbb{Z}}$ of elements in $L^2(\mathbb{R})$ is called a quasi-affine tight framelet system for $L^2(\mathbb{R})$ if the following hold for constants $A, B > 0$ where

$$A \|f\|^2 \leq \sum_{j,k} \langle f, \psi_{jk}^\ell \rangle^2 \leq B \|f\|^2, \forall f \in L^2(\mathbb{R}),$$

(2.2)

and $\psi_{jk}^\ell$ is defined as

$$\psi_{jk}^\ell = \begin{cases} 2^j \phi(2^j \cdot -k), & \text{if } j \geq J, \\ 2^j \phi((2^j \cdot -2^{-j}k)), & \text{if } j < J \end{cases}$$

(2.3)

such that

$$\psi = 2 \sum_{k \in \mathbb{Z}} h_0[k] \phi(2^j \cdot -k), \ell = 1, \ldots, r.$$ 

The numbers $A, B$ are called frame bounds. If $A = B = 1$, then $\Psi$ is called a quasi-affine tight framelet system for $L^2(\mathbb{R})$. $h_0[k]$ is called the high mask filter of $\phi$.

Note that, usually it is known to define $\psi_{jk}^\ell$ as $2^j \phi(2^j \cdot -k)$. Therefore, the resulting system is not shift-invariant, whereas Definition 2.1 provides a shift-invariant system instead. Meaning, the change in the definition of $\psi_{jk}$ converts a non-shift invariant system to a shift-invariant system which is preferred in applications [48]. Note that, a set of functions is said to be r-shift-invariant if for any $k \in \mathbb{Z}$ and $\psi^\ell \in L^2(\mathbb{R})$, we have $\psi^\ell(\cdot - rk) \in L^2(\mathbb{R})$.

The tight frame system defined in Definition 2.1 is equivalent to the following equation [50],

$$\langle f, g \rangle = \sum_{\ell=1}^{r} \sum_{j,k \in \mathbb{Z}} \langle f, \psi_{jk}^\ell \rangle \langle \psi_{jk}^\ell, g \rangle.$$ 

(2.4)

It follows directly from Eq. (2.4) that for any function $f \in L^2(\mathbb{R})$, we have the following quasi-affine tight framelet representation

$$f = \sum_{\ell=1}^{r} \sum_{j,k \in \mathbb{Z}} \langle f, \psi_{jk}^\ell \rangle \psi_{jk}^\ell.$$ 

(2.5)

Now, Eq. (2.5) can be truncated as

$$\mathcal{Q}_f \psi = \sum_{\ell=1}^{r} \sum_{j,k \in \mathbb{Z}} \langle f, \psi_{jk}^\ell \rangle \psi_{jk}^\ell.$$ 

(2.6)

Note that, $\mathcal{Q}_f \psi$ can be described by a reproducing kernel Hilbert space which is given by a linear combination of its framelets product such that
\( \mathcal{Q}_f(x) = \int f(y) \mathcal{D}_n(x, y) dy \), \hspace{1cm} (2.7)

where

\[ \mathcal{D}_n(x, y) = \sum_{i=-\infty}^{\infty} \sum_{j=-\infty}^{\infty} \psi_i^j(x) \overline{\psi}_{j-k}(x), \]

is called the kernel of \( \mathcal{Q}_f \).

The Fourier transform of a function \( f \in L_1(\mathbb{R}) \) (this can be extended to \( L_2(\mathbb{R}) \)) is given by

\[ \mathcal{F}(f)(\xi) = \hat{f}(\xi) = \int_{\mathbb{R}} f(x) e^{-2\pi i \xi x} dx, \quad \xi \in \mathbb{R}. \]

Similarly, we define the Fourier series for a given sequence \( h[k] \in \ell_2(\mathbb{Z}) \) by the following

\[ \mathcal{F}(h)[\xi] = \hat{h}(\xi) = \sum_{k \in \mathbb{Z}} h[k] e^{-2\pi i \xi k} dx, \quad \xi \in \mathbb{R}. \]

We use the truncated representation in Eq. (2.7) to find the numerical solution of a given WSVFE using on the quasi-affine tight framelets system generated by some refinable functions called \( B \)-splines, where the \( B \)-spline, \( B_m \), of order \( m \) is defined by

\[ B_m = B_{m-1} * B_1 = \int_{[-1/2,1/2]} B_{m-1}(\cdot - x) dx, \]

where \( B_1 = \chi_{[-1/2,1/2]} \) is the indicator function of the set \([-1/2,1/2]\). Note that, \( B_m \in C^{m-2}(\mathbb{R}) \) and is a piecewise of polynomials. Some of the \( B \)-splines are given in Fig. 1.

### 3. Quasi-affine tight framelets systems

To have good accuracy, effective approximated solution, and sparse representation for a given integral equation, it is important to have framelets with high vanishing moments. The unitary and oblique extension principles (UEP and OEP) found by Ron and Shen in [51] are methods to construct compactly supported tight framelets with good approximation orders, high vanishing moments and specific properties of smoothness and symmetries [50]. In this section, we use the UEP and OEP for constructing quasi-affine tight framelets systems that will be used for finding the approximated solution of the integral equation at hand. We refer the reader to [45,50] for the general setup of both principles.

**Example 3.1 (System I).** Let \( h_0[k] = [\frac{1}{4}, \frac{1}{4}, \frac{1}{4}] \), where \( k = -1, 0, 1 \), be the low mask filter of \( B_2(x) \). Using Mathematica, we obtain \( h_1[k] \) and \( h_2[k] \), so we have the following generators defined by

\[ \psi^1(x) = \begin{cases} (-\sqrt{2} + \sqrt{2}x), & 0.5 \leq x \leq 1, \\ -\sqrt{2}x, & -0.5 \leq x < 0.5, \\ (\sqrt{21} + \sqrt{2}x), & -1 \leq x \leq -0.5, \\ 0, & \text{Otherwise}, \end{cases} \]

and

\[ \psi^2(x) = \begin{cases} 1 - 3x, & 0 \leq x \leq 0.5, \\ -1 - x, & -1 \leq x \leq -0.5, \\ -1 + x, & 0.5 < x \leq 1, \\ 1 + 3x, & -0.5 < x < 0, \\ 0, & \text{Otherwise}. \end{cases} \]  

Then, \( \mathcal{X}(\Psi) \) forms a quasi-affine tight framelet system for \( L^2(\mathbb{R}) \). \( B_2(x) \) and its quasi-affine tight framelet generators, \( \psi^1, \psi^2 \), are depicted in Fig. 2.

**Example 3.2 (System II).** Let \( h_0[k] = [.\ldots, 0, 0, 0.0625, 0.25, 0.375, 0.25, 0.0625, 0, \ldots], \) where \( k = -2, \ldots, 2 \), be the low mask filter of \( B_3(x) \). Define the high mask filters as follows

\[ \begin{cases} h_1[k] = [.\ldots, 0.0625, -0.2500, 0.3750, -0.2500, 0.0625, 0, \ldots], \\ h_2[k] = [.\ldots, 0.0.037499, -0.2500, 0.0000, 0.2500, -0.374999, 0, \ldots], \\ h_3[k] = [.\ldots, 0.01531, 0.0000, -0.3062, 0.0000, 0.1531, -0.3750, 0, \ldots]. \end{cases} \]

Hence, \( \mathcal{X}(\Psi) \) is a quasi-affine tight framelet system for \( L^2(\mathbb{R}) \). The cubic quasi-affine tight framelets functions, \( \psi^1, \psi^2, \psi^3 \), and \( \psi^4 \), that generated using the UEP, are depicted in Fig. 3.

**Example 3.3 (System III).** Consider the linear \( B \)-spline \( B_2 = \max(1 - |x|, 0) \). By applying the OEP setup to construct the corresponding framelet system, we have the following generators in frequency domain given by

\[ \hat{\psi}^1(\xi) = \frac{1}{4a^2} \hat{\xi}^2 \left( -1 + \hat{\xi}^2 \right)^4, \]

\[ \hat{\psi}^2(\xi) = \frac{1}{5a^2} \hat{\xi}^2 \left( 1 + 4\hat{\xi}^2 + \hat{\xi}^4 \right) \left( -1 + \hat{\xi}^2 \right)^4. \]
Then, the system $X(W)$ forms a quasi-affine tight framelet system for $L^2(\mathbb{R})$. The cubic $B$-spline and its quasi-affine tight framelets, $\psi^1$ and $\psi^2$, are given in Fig. 4.

**Example 3.4 (System IV).** Consider the cubic $B$-spline $B_4(x)$. With a similar calculation of constructing the above system in Example 3.3, we define the high mask filters as follows

$$h_1(\xi) = 0.00948154 e^{-i\xi}(1 + e^{-2i\xi} + 8e^{-i\xi})(1 + e^i\xi)^4,$$

$$h_2(\xi) = 0.00829141 e^{-i\xi} + 8e^{-i\xi} + 28e^{-2i\xi} + 8e^{-3i\xi} + e^{-4i\xi} + e^{-i\xi}(1 - e^{-i\xi})^4,$$

$$h_3(\xi) = 0.00896364 e^{-i\xi} + 8e^{-i\xi} + 43.8315 e^{-3i\xi} + 8e^{-5i\xi} + e^{-6i\xi} + 26.4789(e^{-2i\xi} + e^{-4i\xi})(1 - e^{-i\xi})^4.$$

Then, the system $X(\Psi)$ forms a quasi-affine tight framelet system for $L^2(\mathbb{R})$. The cubic $B$-spline and its quasi-affine tight framelet generators $\psi^1, \psi^2, \psi^3$ are depicted in Fig. 5.

### 4. Matrix assembly using quasi-affine tight framelet systems

In this section, we present the quasi-affine tight framelet expansion method for solving the WSVFIE in Eq. (1.1). By using the truncated expansion

$$Q_n u(x) = \sum_{j=1}^{\infty} \sum_{k=1}^{\infty} \sum_{l=1}^{\infty} c_{j}^{l} \psi_{jk}^{l}(x),$$

(4.1)

where

$$c_{jk}^{l} = \int_{\mathbb{R}} u_n(x) \psi_{jk}^{l}(x) dx,$$

The results in this section can be concluded using the following algorithm.

**Algorithm.** The algorithm works in the following way:

![Fig. 2](attachment:image2.png) $B_2(x)$ and its generators of Example 3.1 using the UEP.

![Fig. 3](attachment:image3.png) The generators of Example 3.2 using the UEP.

![Fig. 4](attachment:image4.png) The $B$-spline $B_2(x)$ and the corresponding quasi-affine generators via by the OEP.
1. We make an ansatz for the unknown function, \( u(x) \). Here, we choose a suitable collocation points based on the domain and the framelet’s support being handled.

2. Approximate \( u(x) \) as \( Q_n u(x) \).

3. Substitute \( Q_n u \) to the main problem in Eq. (1.1).

4. Substitute collocation points \( \Lambda = \{x_i\} \), and create the linear system (assembling the matrix).

5. Solve the resulting system to get the required coefficients.

Consider the WSVFIE in (1.1). Then, from substituting Eq. (4.1) into Eq. (1.1), we have

\[
Q_n u(x) = f(x) + \int_a^b \mathcal{W}_j(x,t) Q_n u(t) dt + \int_a^b \mathcal{W}_j(x,t) Q_n u(t) dt.
\]

This leads to

\[
\sum_{l=1}^s \sum_{j \in \mathbb{Z}} c_{l,j} \psi_{l,j}^i(x) = f(x),
\]

where

\[
m_{l,j}^i(x) = \psi_{l,j}^i(x) - \int_a^b \mathcal{W}_j(x,t) \psi_{l,j}^i(t) dt\]

\[- \int_a^b \mathcal{W}_j(x,t) \psi_{l,j}^i(t) dt.
\]

By choosing the suitable interpolate nodes \( \Lambda = \{x_i\} \), which clearly depends on the quasi-affine tight framelet’s support and the function domain being handled, we can formulate the system in Eq. (4.2) as

\[
\sum_{l=1}^s \sum_{j \in \mathbb{Z}} c_{l,j} \psi_{l,j}^i(x_i) = f(x_i), \text{ for all } i \in \Lambda.
\]

Eq. (4.3) generate a system of linear equations which can be solved for the unknown coefficients. This can be formulated as a matrix form

\[
\mathbf{M} \mathbf{D} = \mathbf{L}.
\]

where, the matrix \( \mathbf{M} \) and the column vectors \( \mathbf{F} \) and \( \mathbf{C} \) are given by

\[
\mathbf{M} = \begin{pmatrix}
\vdots & \cdots & \cdots & \cdots \\
\vdots & \vdots & \cdots & \vdots \\
m_{l,j}^i(x_i) & \cdots & \cdots & \cdots \\
\vdots & \vdots & \cdots & \vdots \\
\end{pmatrix}
\]

where \( i \in \Lambda \) and \( \mathbf{L}^T = [\cdots f(x_i), \cdots]_{\mathbb{A}}, \mathbf{D}^T = [\cdots, c_{l,j}^{k,j}, \cdots]_{\mathbb{A}}, j,k \in \mathbb{Z}, \ell = 1, \ldots, r \), where \( \mathbf{L} \) and \( \mathbf{D} \) are column vectors of the same order, say, \( p \times 1 \) and \( \mathbf{M} \) is an \( p \times p \) matrix.

The error function is defined to be

\[
\mathcal{E}_n(x) = |u(x) - Q_n u(x)|, \quad x \in [a, b],
\]

and the absolute error for this formulation is defined by

\[
\mathcal{R}_n = ||u(x) - Q_n u(x)||_2, \quad x \in [a, b].
\]

**Theorem 4.1.** Suppose that \( \mathcal{X}(\Psi) \) is a quasi-tight framelet system constructed using the OEP via the compactly supported function \( \phi \). For \( s \geq -1 \), assume that \( u \) satisfies the following decay equation, where

\[
D_s = \sum_{l=1}^s \sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}} 2^{|s|} \left( \langle u, \psi_{l,j}^k \rangle \right)^2 < \infty.
\]

Thus,

\[
||u - Q_n u||_2 \leq D_s C(2^{-s(1+n)}).
\]

**Proof.** As any tight framelet system satisfies the Bessel inequality, and since \( j \geq n \), we have

\[
||u - Q_n u||_2^2 = \left\| \sum_{l=1}^s \sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}} \langle u, \psi_{l,j}^k \rangle \psi_{l,j}^k \right\|^2
\]

\[
\leq \sum_{l=1}^s \sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}} \left| \langle u, \psi_{l,j}^k \rangle \right|^2
\]

\[
\leq \sum_{l=1}^s \sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}} 2^{|s|} \left| \langle u, \psi_{l,j}^k \rangle \right|^2.
\]

By the following fact

\[
\left| \langle u, \psi_{l,j}^k \rangle \right| \leq ||u||_\infty \left| \psi_{l,j}^k \right|_1 = ||u||_{\infty} 2^{-|s/2|} \left| \psi_{l,j}^k \right|_1,
\]

we have

\[
||u - Q_n u||_2^2 \leq \left| ||u||_{\infty} \left| \psi_{l,j}^k \right|_1 \sum_{l=1}^s \sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}} 2^{|s|} \left| \langle u, \psi_{l,j}^k \rangle \right| \right.
\]

\[
\leq \left| ||u||_{\infty} \left| \psi_{l,j}^k \right|_1 \sum_{l=1}^s \sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}} 2^{|s|} \left| \langle u, \psi_{l,j}^k \rangle \right| \right.
\]

\[
\leq \left| ||u||_{\infty} \left| \psi_{l,j}^k \right|_1 \left| \sum_{l=1}^s \sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}} 2^{|s|} \left| \langle u, \psi_{l,j}^k \rangle \right| \right|_2.
\]

Hence, the result is concluded. □
Table 1 The error results of Example 5.1.

<table>
<thead>
<tr>
<th>$n$</th>
<th>System I</th>
<th>System II</th>
<th>System III</th>
<th>System IV</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>$4.23 \times 10^{-3}$</td>
<td>$4.95 \times 10^{-6}$</td>
<td>$1.11 \times 10^{-3}$</td>
<td>$4.43 \times 10^{-6}$</td>
</tr>
<tr>
<td>3</td>
<td>$3.06 \times 10^{-4}$</td>
<td>$5.38 \times 10^{-7}$</td>
<td>$2.54 \times 10^{-4}$</td>
<td>$3.19 \times 10^{-7}$</td>
</tr>
<tr>
<td>4</td>
<td>$7.32 \times 10^{-5}$</td>
<td>$6.01 \times 10^{-8}$</td>
<td>$1.07 \times 10^{-5}$</td>
<td>$2.44 \times 10^{-9}$</td>
</tr>
<tr>
<td>5</td>
<td>$1.83 \times 10^{-5}$</td>
<td>$2.27 \times 10^{-9}$</td>
<td>$3.23 \times 10^{-6}$</td>
<td>$1.23 \times 10^{-10}$</td>
</tr>
<tr>
<td>6</td>
<td>$4.58 \times 10^{-6}$</td>
<td>$2.65 \times 10^{-10}$</td>
<td>$4.55 \times 10^{-7}$</td>
<td>$2.81 \times 10^{-11}$</td>
</tr>
<tr>
<td>7</td>
<td>$3.11 \times 10^{-7}$</td>
<td>$5.06 \times 10^{-11}$</td>
<td>$1.03 \times 10^{-7}$</td>
<td>$3.01 \times 10^{-12}$</td>
</tr>
<tr>
<td>8</td>
<td>$5.44 \times 10^{-9}$</td>
<td>$4.76 \times 10^{-12}$</td>
<td>$1.38 \times 10^{-9}$</td>
<td>$5.75 \times 10^{-13}$</td>
</tr>
<tr>
<td>9</td>
<td>$7.13 \times 10^{-10}$</td>
<td>$1.32 \times 10^{-12}$</td>
<td>$2.02 \times 10^{-10}$</td>
<td>$7.95 \times 10^{-14}$</td>
</tr>
<tr>
<td>10</td>
<td>$1.31 \times 10^{-11}$</td>
<td>$8.27 \times 10^{-13}$</td>
<td>$1.92 \times 10^{-12}$</td>
<td>$2.02 \times 10^{-15}$</td>
</tr>
</tbody>
</table>

5. Numerical outputs

To demonstrate the efficiency and accuracy of the proposed method, we carry out in this part a series of numerical results. The numerical computations associated with the below examples are obtained via Mathematica Software.

Example 5.1. We consider the weakly singular Volterra-Fredholm integral equation given by:

$$u(x) = f(x) + \int_0^x \frac{1}{(x-t)^2} u(t) dt + \int_0^1 \frac{1}{(x-t)^2} u(t) dt.$$  

where

$$f(x) = \frac{1024x^{15/4}}{1155} - \frac{256x^{11/4}}{231} - \frac{512(x-1)^{3/4}x^3}{1155} - x^3 + \frac{256(x-1)^{3/4}x^2}{1155} + x^2 + \frac{48}{385}(x-1)^{3/4}x + \frac{16}{165}(x-1)^{3/4}$$

and the exact solution is $u(x) = x^3(1-x)$.

In Table 1, the error $R_n$ for different values of $n$ is computed. Some illustrations for the graphs of the exact and approximate solutions and the error are depicted in Figs. 6–9. The graph of the convergence rate of the proposed method is depicted in Fig. 10.

Example 5.2. Here, we consider the following weakly singular Volterra-Fredholm integral equation

$$u(x) = f(x) + \int_0^x \frac{1}{(x-t)^3} u(t) dt + \int_0^1 \frac{1}{(x-t)^3} u(t) dt.$$  

where

$$f(x) = x - \frac{9}{10}x^{5/3} - \frac{4}{3}x^{3/2} + \frac{2}{3}\sqrt{x-1} + \frac{4}{3}\sqrt{x-1}.$$  

Note that, the exact solution is $u(x) = x$.

In Table 2, the error $R_n$ for different values of $n$ is computed. Some illustrations for the graphs of the exact and approximate solutions and the error are depicted in Figs. 11 and 12. The graph of the convergence rate of the proposed method is depicted in Fig. 13.

Example 5.3. Now, we consider the following integral equation

$$u(x) = f(x) + \int_0^x \frac{1}{(x-t)^5} u(t) dt + \int_0^1 \frac{1}{(x-t)^5} u(t) dt.$$  

where

$$f(x) = e^x(\sqrt{x}Erf(\sqrt{x-1}) - 2\sqrt{x}Erf(\sqrt{x}) + 1),$$  

and, the exact solution is $u(x) = e^x$. The error function, $Erf(x)$, is defined by following equation

$$Erf(x) = \frac{2}{\sqrt{\pi}} \int_0^x e^{-t^2} dt.$$  

For example when $n = 1, 2$ we provide, respectively, the explicit form of the approximate solutions, $u_1$ and $u_2$, where

![Fig. 6](image-url) The comparison between approximate and exact solutions of Example 5.1 using system I.
\[ u_1(x) = \begin{cases} 
0.690951 + 1.89068x, & 1/2 \leq x \leq 3/4, \\
0.993324 + 1.14271x, & x \leq 1/4, \\
0.347709 + 2.34834x, & x > 3/4, \\
0.921710 + 1.42916x, & \text{Otherwise},
\end{cases} \]  
\( u_2(x) = \begin{cases} 
0.0997416 + 0.107440x, & x \leq 1/8, \\
0.0195960 + 0.2512570x, & x \geq 7/8, \\
0.0439263 + 0.223451x, & 3/4 \leq x < 7/8, \\
0.0623969 + 0.198556x, & 5/8 \leq x < 3/4, \\
0.0760292 + 0.177065x, & 1/2 \leq x < 5/8, \\
0.0873838 + 0.154356x, & 3/8 \leq x < 1/2, \\
0.0941087 + 0.136422x, & 1/4 \leq x < 3/8, \\
0.0981289 + 0.120342x, & \text{Otherwise}.
\end{cases} \]  

In Table 3, the error \( R_n \) for different values of \( n \) is computed. Some illustrations for the graphs of the exact and approximate solutions and the error are depicted in Figs. 14.
The graph of the convergence rate of the proposed method is depicted in Fig. 16.

6. Conclusion

This paper adopts a quasi-affine tight framelets collocation-based method to solve one of the most important linear weakly singular-mixed Volterra-Fredholm integral equations using a tight framelet. We converted the integral system that was obtained by the collocation-based method to a linear system of equations which is easy to solve. We solved this system to get an approximated solution in a series of three examples. The numerical results obtained in the tables and graphs confirm the accuracy and efficiency of the method.

We noted that the approximated results in Figs. 6, 8, 11, and 14 agree perfectly with the exact solutions of the WSVFIEs presented. The approximate solutions are getting

| Table 2 The error results of Example 5.2. |
| --- | --- | --- | --- | --- |
| n | System I | System II | System III | System IV |
| 2 | $2.55 \times 10^{-3}$ | $1.45 \times 10^{-6}$ | $1.75 \times 10^{-3}$ | $1.54 \times 10^{-6}$ |
| 3 | $3.11 \times 10^{-4}$ | $5.56 \times 10^{-7}$ | $4.32 \times 10^{-4}$ | $1.45 \times 10^{-7}$ |
| 4 | $1.02 \times 10^{-5}$ | $2.75 \times 10^{-9}$ | $8.01 \times 10^{-6}$ | $1.77 \times 10^{-9}$ |
| 5 | $4.63 \times 10^{-6}$ | $1.01 \times 10^{-9}$ | $2.33 \times 10^{-6}$ | $7.57 \times 10^{-10}$ |
| 6 | $2.34 \times 10^{-7}$ | $7.11 \times 10^{-10}$ | $1.01 \times 10^{-7}$ | $4.76 \times 10^{-10}$ |
| 7 | $3.83 \times 10^{-8}$ | $2.54 \times 10^{-11}$ | $1.24 \times 10^{-8}$ | $2.84 \times 10^{-12}$ |
| 8 | $7.31 \times 10^{-10}$ | $4.35 \times 10^{-12}$ | $2.45 \times 10^{-10}$ | $4.56 \times 10^{-13}$ |
| 9 | $5.30 \times 10^{-11}$ | $2.68 \times 10^{-12}$ | $2.75 \times 10^{-11}$ | $5.60 \times 10^{-14}$ |
| 10 | $1.12 \times 10^{-11}$ | $2.35 \times 10^{-13}$ | $4.67 \times 10^{-12}$ | $1.09 \times 10^{-15}$ |

Fig. 11 The comparison between approximate and exact solutions of Example 5.2 using System I.

Fig. 12 The graphs $E_n(x)$ when $n = 2, 10$ of Example 5.2 using System I, respectively.

Fig. 13 Behavior of convergence rate for Examples 5.2 given in the log-log scale plot.
closer and closer to the exact one as we increase the number $n$. The error history and the convergence behavior are displayed in Figs. 10, 13, 16, and in Figs. 7, 9, 12, and 15, respectively, where we see suboptimal convergence rates and a satisfactory agreement is observed with respect to the theoretical predictions.

It turns out that, enhancing the order level of the vanishing moments for the underlying refinable function being handled to construct the framelet system, would result an increase in the accuracy orders, better approximation fitting as well as the efficiency of the method.
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**Table 3** The error results of Example 5.3.

<table>
<thead>
<tr>
<th>$n$</th>
<th>System I</th>
<th>System II</th>
<th>System III</th>
<th>System IV</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>$5.93 \times 10^{-3}$</td>
<td>$3.06 \times 10^{-6}$</td>
<td>$1.01 \times 10^{-3}$</td>
<td>$2.77 \times 10^{-6}$</td>
</tr>
<tr>
<td>3</td>
<td>$6.82 \times 10^{-4}$</td>
<td>$2.56 \times 10^{-7}$</td>
<td>$1.79 \times 10^{-4}$</td>
<td>$6.88 \times 10^{-8}$</td>
</tr>
<tr>
<td>4</td>
<td>$7.57 \times 10^{-5}$</td>
<td>$6.54 \times 10^{-8}$</td>
<td>$2.67 \times 10^{-6}$</td>
<td>$3.45 \times 10^{-9}$</td>
</tr>
<tr>
<td>5</td>
<td>$8.23 \times 10^{-6}$</td>
<td>$2.45 \times 10^{-10}$</td>
<td>$0.22 \times 10^{-6}$</td>
<td>$0.78 \times 10^{-10}$</td>
</tr>
<tr>
<td>6</td>
<td>$4.92 \times 10^{-7}$</td>
<td>$2.34 \times 10^{-10}$</td>
<td>$2.44 \times 10^{-8}$</td>
<td>$1.98 \times 10^{-11}$</td>
</tr>
<tr>
<td>7</td>
<td>$5.31 \times 10^{-8}$</td>
<td>$5.96 \times 10^{-11}$</td>
<td>$1.02 \times 10^{-8}$</td>
<td>$2.23 \times 10^{-12}$</td>
</tr>
<tr>
<td>8</td>
<td>$6.82 \times 10^{-9}$</td>
<td>$8.51 \times 10^{-12}$</td>
<td>$0.31 \times 10^{-9}$</td>
<td>$3.55 \times 10^{-14}$</td>
</tr>
<tr>
<td>9</td>
<td>$7.28 \times 10^{-10}$</td>
<td>$6.04 \times 10^{-13}$</td>
<td>$1.61 \times 10^{-11}$</td>
<td>$1.08 \times 10^{-15}$</td>
</tr>
<tr>
<td>10</td>
<td>$2.03 \times 10^{-12}$</td>
<td>$2.23 \times 10^{-14}$</td>
<td>$0.17 \times 10^{-12}$</td>
<td>$0.41 \times 10^{-16}$</td>
</tr>
</tbody>
</table>

**Fig. 14** The comparison between approximate and exact solutions of Example 5.3 using System I.

**Fig. 15** The graphs of $E_n(x)$, $n = 1, 2, 3$, respectively, of Example 5.3 using System I.

**Fig. 16** Behavior of convergence rate for Examples 5.3 given in the log-log scale plot.
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