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Abstract: With the rapid development and increasing popularity of online shopping for fashion products, fashion recommendation plays an important role in daily online shopping scenes. Fashion is not only a commodity that is bought and sold but is also a visual language of sign, a nonverbal communication medium that exists between the wearers and viewers in a community. The key to fashion recommendation is to capture the semantics behind customers’ fit feedback as well as fashion visual style. Existing methods have been developed with the item similarity demonstrated by user interactions like ratings and purchases. By identifying user interests, it is efficient to deliver marketing messages to the right customers. Since the style of clothing contains rich visual information such as color and shape, and the shape has symmetrical structure and asymmetrical structure, and users with different backgrounds have different feelings on clothes, therefore affecting their way of dress. In this paper, we propose a new method to model user preference jointly with user review information and image region-level features to make more accurate recommendations. Specifically, the proposed method is based on scene images to learn the compatibility from fashion or interior design images. Extensive experiments have been conducted on several large-scale real-world datasets consisting of millions of users/items and hundreds of millions of interactions. Extensive experiments indicate that the proposed method effectively improves the performance of items prediction as well as of outfits matching.
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1. Introduction

As we log into a shopping website, just like billions of other users, we face a large and diverse range of product information. Intelligent apparel recommendation systems have been widely deployed in Web applications that intend to assist customer search, select and match clothes to support various services online. Taobao is the largest online consumer-to-consumer platform in China. Users come to Taobao to select and combine items of clothes to form a coordinated outfit. If we want to buy a coat or pair of trousers, we need to pick from thousands of items, and it takes several hours to get the right clothes. Without a doubt, fashion recommendation systems have become a key component in many online shopping applications, spanning from visual information to style matching recommendation.

Fashion products are different from general consumer goods, they have a complex pattern design structure, unique style and diverse color. Because of large deformations, occlusions, and discrepancies of clothes, fashion outfits are closely related to material information, texture information and detail information. Thus, consequently, it is important to analyze the complex relationships between items and user preferences such as user style, the perceived image which equally impacts on the consumer.

Recently, the Internet and widespread use of fashion shopping platforms and fashion communities such as Taobao, Lookbook (https://lookbook.nu/) and Chictopia (http://chictopia.com/), has brought
increasing attention to fashion recommendation. In Taobao, the largest online consumer-to-consumer platform in China, a new application iFashion has been created to support fashion outfit recommendation. Approximately 1.5 million content creators were actively supporting Taobao as of 31 March 2018 (https://www.alibabagroup.com/en/news/presspdf/p180504.pdf). Fashion outfit recommendation has become more and more important for modern consumers and has thus attracted interest from the online retail industry. Hu et al. [1] maps feature vectors from feature space to some low-dimensional latent space. This gradient-based method learns nonlinear functions and successfully uses the visual features of fashion to solve the problem of automatically recommending clothing to users based on personal preferences. Veit et al. [2] proposed a self-learning style feature transformation method, which can solve the problem of matching different types of objects in the style space from the image of goods to the learning of style space and the feature transformation from the image of goods to the latent space.

Previous works [2–4] have transformed visual information into embedding vectors that enhance customer service and improve sales for fashion retailers. Though these methods have improved the recommendation performance that recommend new products for potential consumers according to the customer body, occasion needs and fashion coordination. In fact, for some types of items, apparel has dynamic deformations caused by material and movements, and is hard to capture its full visual features. Moreover, their visual appearances can greatly bias the user’s preference towards them. Therefore, modeling user preference with interacted images still suffers from some inherent issues: (1) Due to the differentiation of individual backgrounds and fashion involvements, the perception and judgment of apparel meanings may not result in consistency, so it is hard to measure and effectively learn in a machine learning model. (2) Most methods assume that the user’s interest is constant and generates a static interpretation. In fact, user preferences are always changing, and they have a unique feeling when they are in different environments and states. Facing tens of thousands of clothes styles in a database in current online stores, it is challenging not only recommending similar products to meet users’ current style, but also finding appropriate clothes to match individual needs. In this paper, we take the personalized characteristics of users and the relationship of items into account.

For the above problems, we integrate the historical interaction between users and items with the interrelationships among items in multiple items, and through information exchange, users have a better understanding of fashion recommendation preferences. We propose a fashion learning model based on the dynamic change of user preferences and visual compatibility relationships, as shown in Figure 1. The proposed model explains three tasks. Task 1: predicting the items of user interest. Task 2: generating an outfit based on user text/image. Task 3: recommending fashion items that match different categories of clothes.

By analyzing the historical interactions between users and items, and visual attributes [5], we propose a model that incorporates visual compatibility relationships as well as historical interactions
between users and items, aiming to integrate multiple item relations for better recommendation. We use neural networks to extract image features, and model compatibility through the relationship between product image features. In the model, several additional layers of understanding of the visual elements of product styles are added. To evaluate the model, large data sets [6] from Amazon (http://jmcauley.ucsd.edu/data/amazon/) and Epinions.com (www.Epinions.com) were used to test the collocation between apparel items. The results show that the proposed method capture user interests, and match the visual style of clothing consistently.

To integrate the interest items and the user’s historical interaction into the model learning procedure and help to predict their next action based on the context of what they have done recently, we propose a fashion recommendation method which explores the influence of different visual items between the items compatible with external outfits and the items in the target field. In addition, the relationship is effectively applied to the recommendation system, which improves the user experience on the shopping website [7], arouses the second purchase desire of users, and promotes the sales of clothing. The proposed model not only improves the compatibility between items but also researches higher-level attributes relationships between items. The contributions of our work are three-fold as follows:

• Incorporating visual style information into historical interactions between users and items, we explore how information interchange on various items reflects user preferences, so as to capture user preference on visual information.
• Inspired by visual style compatibility, we contribute a simple and effective outfits solution that integrates a personalized higher-order Markov modeling into a visual-based recommendation framework, the proposed method is context-aware to capture the importance of compatibility information.
• The user’s dynamic interest is fused with his or her fashion style into a unified personalized recommendation model, which can provide the users with visual style compatibility.

The content of this paper is designed as follows. In Section 2, we briefly explain some related research. Section 3 introduces our method in detail and explains notations. The experiments and methods for analyzing the results are demonstrated in Section 4. Lastly, conclusions and future work are outlined in Section 5.

2. Related Work

2.1. Visual Features

Fashion outfit is formed by people’s random collocation of clothes and is strongly subjective [8], which makes it difficult to determine with a calculation model. If the style is identified by low-dimensional visual similarity [2,9], it may be too specific to detect similar-style images, and the hand-made style may be too abstract to capture subtle style differences. The clothing style is different from clothing shape (sweater, dress) or clothing attribute [10–12]. In the study of clothing style recognition, the early method [13,14] explored supervised learning and classify the style according to the user’s identity information [15].

Some work has been done on garment visual feature modeling [16], including garment matching [4,17] and visual recommendation [16]. McAuley et al. [6] proposed personalized matching based on visual features. He et al. [18] combined the characteristics of visualization and proposed a framework of Bayesian Personalized Ranking (BPR), which improved the performance of product recommendation in implicit feedback scenarios [19]. On this basis [6], He et al. [18] proposed the VBPR method, and further expanded the dynamic dimension to simulate the visual evolution of the fashion trend of visual recommendation.
2.2. Sequence Recommendation

In many current recommendation systems, sequence recommendation plays a critical role [18,20,21]. Sequential recommendation methods usually discover the internal connections between previously purchased items to accurately predict the next item. Generally, sequence models are divided into two main types: (1) the order-based models view user sequences as item orders, mainly mining the relationship between commodity sequences, such as Markov Chains [22], recurrent neural network RNN [23,24], convolutional neural network [CNN] [25,26] and attention mechanism [27]; GRU4Rec used a gated recurrent unit (GRU) to build session-based recommendations [28] Modular click sequence, and the improved version further improves its Top-N recommendation performance [29]. However, in each time step, the RNN takes the state and current operation of the last step as its input. These dependencies reduce the efficiency of the RNN [28]. (2) Based on the sequence perception model, it is only a model for establishing interaction records between users and commodities, without considering the visual characteristics of the image. For example, Rendle et al. [21] proposed a model based on user–item interaction with implicit feedback pairing learning algorithm. Jing et al. [30] proposed a probabilistic matrix decomposition model based on product recommendation, which recommends Flickr photos to evaluate products for users.

Overall, limited work has been done to explore the effects of visual style to the different items. Unlike identifying a piece of clothing or its attributes (blue, flower scent), style required a more advanced concept of how people choose clothing, which is a trend. Most the previous studies were based on the extraction of visual features [2] of clothing products, i.e., by determining the complementary or substitutional relationship of clothing from image features. McAuley [18] determined the relationship between the appearance of a product by capturing the largest possible dataset. The modeling of such a cognitive concept often used the method of labeling images manually, using small data sets and more complex procedures to avoid the problem of over fitting.

3. User Interest Analysis Model

In this section, our model is mainly composed of three components—the user’s preferences built on user’s historical feedback, user style analysis, and scene-based outfits. By combining the impact of shifting user preferences and visual compatibility relationship between items, we tap the user’s preferences from the user’s recent browsing, clicks, purchases and other implicit feedback. Specifically, user set and item set are denoted by $U$ and $I$, such that the collection $I_u^+$ denotes items that interact with the user $u$, and $I_u^- = I - I_u^+$ represents unobserved interactive items.

### 3.1. Problem Formulation and Notation

In recommendation system, the common methods focus on features of each item, reflecting their content similarity, but seldom consider the higher-level attribute relationships between items. By determining the relationship [31] between items, we can make full use of the user’s behavior data to make a reasonable fashion recommendation for users [32]. The dynamic preference model is based on observing and analyzing user behavior, to more accurately reflect the changes in user preferences. To provide the user with personalized outfits, we propose a fashion recommendation model based on the user’s dynamic preferences, visual style and attributes of the items. Here we represent a set of users as $U$, where $U = (u_1, u_2, \ldots, u_m)$. We denote a set of items as $I$, where $I = (i_1, i_2, \ldots, i_n)$. $\vec{p}_i$ represents the item $i$ related latent vector, $f_i \in \mathbb{R}^K$, and $K$ represents the dimension of the vector for each user/item. $\eta$ represents the user’s personalized weighting vector, where $\eta = (\eta_1, \eta_2, \ldots, \eta_n)$. The weighting vector was represented as $\alpha$, $\alpha \in \mathbb{R}$.

### 3.2. Preferences-Based Sequence Model

The objective of our task is to predict the sequential behavior of users given the visual information [33] to recommend the top-$N$ items for the user $u$, user $u$’s representation includes
We extract the visual features of commodities through a preprocessing program and embed them into a visual feature space, and further enhance the user’s expressive ability by scoring all the previous interactions. For commodities that do not engage in interactive behaviors, they are predicted by Equation (2):

\[ \hat{p}_{u,i} = \langle \eta + \eta_u, m_i, m_j \rangle + \langle x_u, y_i \rangle, \]  

where the first represents the drift of the user’s short-term preferences. It can be divided into two parts: one is long-term preferences modeling through historical data mining; the other is short-term preferences model that reflects in the data generated by recent browsing and interactions.

Given a user \( u \) and the last item they interacted with \( i \in I \). The relationship between user \( u \) and item \( i \), \( \hat{p}_{u,i} \) is estimated to predict the probability that \( u \) transitions to another item \( i \) by the inner product of \( x_u \) and \( y_i \). For convenience, we use the conventional inner product as shown in Equation (1).

\[ \hat{p}_{u,i} = \langle x_u, y_i \rangle, \]  

where the inner product models the ‘affinity’ between latent user factors and latent item factors \( x_u \in \mathbb{R}^{k_1} \) and latent item factors \( y_i \in \mathbb{R}^{k_2} \). The users and items are projected into a low-dimensional space that reflects the extent to which user \( u \) prefers image \( i \). The preference of a user \( u \) toward an item \( i \) is predicted by Equation (2):

\[ \hat{p}_{u,i} = \langle m_i, m_j \rangle + \langle x_u, y_i \rangle, \]  

where \( \langle m_i, m_j \rangle \) models the ‘continuity’ between item \( i \) and the previous item \( j \). \( m_i, m_j \in \mathbb{R}^{k_2} \).

In Equation (2), \( m_i \) and \( m_j \) are latent vector representations of commodity \( i \) and \( j \) respectively. The historical behaviors of users reflect personal preferences; for each product, we extract features from the products with interactive behaviors, and the aggregation is propagated forward to a unified user representation vector. For commodities that do not engage in interactive behaviors, they are predicted by calculating their similarity to commodities with interactive behaviors. \( \langle m_i, m_j \rangle \) is calculated to predict the relationships of item \( i \) and the previous item \( j \).

\[ \hat{p}_{u,i} = (\eta + \eta_u) \langle m_i, m_j \rangle + \langle x_u, y_i \rangle. \]  

where the first represents the drift of the user’s short-term preferences. It can be divided into two levels of relationships. First, attention is used to distinguish which types of relationships are more important, and then attention is used to determine which types of historical behavior have more important relationships.

The relative weight of dynamic preference is controlled by scalar \( \eta_u \). The global bias \( \eta \) controls the dynamic changes of the user’s preferences. \( m_j, n_j \) represent the interaction between user \( u \) and item \( j \).

\[ \hat{p}_{u,i} = \sum_{j \in x_u} \langle x_u, y_i \rangle + (\eta + \eta_u) \langle m_i, m_j \rangle. \]  

Based on Equation (4), we add a regularized dynamic factor \( \eta_i \), where \( \eta_i \in \mathbb{R} \). We get a new formula Equation (5).

\[ \hat{p}_{u,i} = \hat{p}_j + \frac{1}{|I_u|} \sum_{j \in x_u} \langle x_u, y_i \rangle + (\eta + \eta_u) \langle m_i, m_j \rangle \]  

In the time range, the interaction between the user and the product is tracked by Equation (6), and the recommendation list is formed by analyzing the user’s shopping record and ranking the product that matches the user’s preferences and style.

### 3.3. Fashion Recommendation with Visual Compatibility Relationship

As mentioned earlier, visual factors play a very important role in the fashion field and affect user behavior. To enhance the feature representation of commodities and better predict user preferences. We extract the visual features of commodities through a preprocessing program and embed them into the visual feature space, and further enhance the user’s expressive ability by scoring all the previous images. Inspired by [18], our method adopts the efficientNet-B7 to extract visual features \( f_i \) from the raw image.

\[ h_i = w_f f_i + b, \]  

where \( h_i \) is the representation vector. For commodities that do not engage in interactive behaviors, they are predicted by Equation (2):
where $h_i$ is termed as image embedding, and $w_h$ and $b$ are parameters to be learned. Based on the neural network incorporating visual perception to analyze the user’s dynamic preferences for different commodities. In the training, the visual information of the commodities is combined to embed the items representation, forming a unified representation for the user-item pair.

The result is fused to jointly account for the two representations. The motivation based on neural networks for incorporating the user-aware coefficient is to capture users’ dynamic preferences over different components. We compose a representation for the user-item pair by combining the item embedding and their visual features. Compared to BPR-MF, there are now two sets of parameters to be updated: (a) the non-visual parameters, and (b) the newly introduced visual parameters. Non-visual parameters can be updated in the same form as BPR-MF (therefore are suppressed for brevity), while visual parameters are updated according to:

$$
\hat{p}_{u,i} = \hat{\beta}_j + \frac{1}{|u_i|} \sum_{j \in x_u} < x_u, y_i > + (\eta + \eta_u) < m_i, m_j > + \gamma_T^h(h_i),
$$

where $\gamma_T^h$ represents a latent visual preferences for user $u$, and $f_i$ is projected into a $K$-dimensional latent space, which the style space explains in user preference.

In the above objective function, the first term is used to maximize the possibility of the user’s implicit feedback and predict the user’s preference. The middle item is used to calculate the compatibility relationship between commodity $i$ and commodity $j$, and the last term is to regularize the parameters to avoid over fitting.

For each user $u$, the maximum posterior probability (MAP) is inferred by optimizing the model parameters $\theta$. $\gamma$ is the visual style of the product. $p(\theta, i)$ indicates the probability that the item $j$ matches the clothing item $i$. Considering the compatibility of the visual features, we select random samples from all training examples to extract the related parameters. To optimize the outfit style, a constraint is added based on Equation (7), so the outfits with different styles produce a variety of combinations. The optimization objective function is applied to the adaptive learning rate for each parameter as shown in Equation (8),

$$
\argmax(\theta_i) \leftarrow \epsilon \cdot \left( \sigma(p_{u,j} - \hat{p}_{u,i}) \frac{\partial (p_{u,i} - \hat{p}_{u,i})}{\partial \theta} + \lambda_\theta \theta_i \right).
$$

where $\epsilon$ is the learning rate, $\sigma$ in $R$, and $\lambda_\theta \theta_i$ is the regularized hyper parameter. $p_{u,j}$ represents the user interacting with the outfits. In the method, the visual style of the item $i$ and $j$ are projected to the style space, if the two items have good compatibility, the distance between $f_i$ and $f_j$ is as far as possible is closer. They belong to the same style and match each other, they have higher compatibility. The algorithm is presented as Algorithm 1.

**Algorithm 1**: The algorithm for our method

<table>
<thead>
<tr>
<th>Input:</th>
<th>$i$: item that not rated by the user; $j$: item that has rated by the user; $f_i$: features of the product $i$; $f_j$: features of the product $i$; $L_2$ regularizer $\lambda_\theta$, learning rate $\epsilon$.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output:</td>
<td>Model parameters $\theta$;</td>
</tr>
<tr>
<td>1:</td>
<td>for every unrated item of current user $i$ do</td>
</tr>
<tr>
<td>2:</td>
<td>for every item that the current user has rated $j$ do</td>
</tr>
<tr>
<td>3:</td>
<td>$\hat{p}_{u,i} =$ Current user $i$’s rating on item $j$</td>
</tr>
<tr>
<td>4:</td>
<td>Obtain user records that have evaluated both $i$ and $j$, construct dynamic preference, and simultaneously compute the compatibility of between $f_i$ and $f_j$ according Equation (7).</td>
</tr>
<tr>
<td>5:</td>
<td>Compute the sampling probability $\hat{p}_{u,i}$.</td>
</tr>
<tr>
<td>6:</td>
<td>end for</td>
</tr>
<tr>
<td>7:</td>
<td>Update $\hat{p}_{u,i}$ with functional gradient descent according Equation (8);</td>
</tr>
<tr>
<td>8:</td>
<td>end for</td>
</tr>
<tr>
<td>9:</td>
<td>Return the updated model parameters $\theta$</td>
</tr>
</tbody>
</table>
4. Experiment

4.1. Datasets and Experiment Data

To verify the performance of the model, and evaluate the model capability and applicability in a variety of real-world scenarios, we collect a large number of data sets from different areas, including user shopping records, and the characteristics of the products. These data sets record various attributes. Among these attributes, visual information is an important factor influencing consumer decisions, as shown in Table 1.

Table 1. Dataset statistics (after preprocessing).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Users</th>
<th>Items</th>
<th>Feedback</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amazon Women</td>
<td>99,748</td>
<td>331,173</td>
<td>854,211</td>
</tr>
<tr>
<td>Amazon men</td>
<td>34,212</td>
<td>100,654</td>
<td>260,352</td>
</tr>
<tr>
<td>Amazon Phones</td>
<td>113,900</td>
<td>192,085</td>
<td>964,477</td>
</tr>
<tr>
<td>Epinions.com</td>
<td>19,823</td>
<td>166,526</td>
<td>410,186</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>267,683</strong></td>
<td><strong>790,438</strong></td>
<td><strong>2,489,226</strong></td>
</tr>
</tbody>
</table>

Amazon. The dataset [18] is widely used in performance test experiments of recommender systems and contain a large number of consumptions of users in different categories. There are 80,000 items and 210,000 transactions in the data set. We take ‘Cell Phones and Accessories’, and ‘Clothing, Shoes and Jewelry’ as Phones data sets and Clothing data sets for short. More than 80,000 stylish images were selected from the datasets, each of which was labeled into approximately 50 categories with 1000 descriptive attributes. To get a better training model, we split up the dataset and selected 20 attributes with more balanced data distribution. During the experiment, four attributes are recorded in the dataset, namely user number, item number, rating and scoring time.

Epinions. From a popular consumer review website, Epinions.com [34]. Like the Amazon dataset, it contains the user’s purchase history. The purchase record maintains the order of the operations and the praised behavior is used as positive feedback. Each data set is processed by extracting the implicit feedback and attribute characteristics already described. If the user’s evaluation record for the item is less than 3, our evaluation of the item is ignored.

4.2. Evaluation Method and Discussion

We split the dataset into training/verifying/testing sets, selecting a random item for each user \( u \) to verify \( v(u) \), and the remainder of the data set as test \( T_u \). Since all methods use the comparison to optimize the index directly on four training sets, evaluating the forecasted ranking by the metric area used under the curve.

\[
AUC = \frac{1}{|\hat{u}|} \sum_{|\hat{u}|} \frac{1}{T_u} \sum_{(i,j) \in T_u} \delta(\hat{x}_{u,i} > \hat{x}_{u,j}).
\]

(9)

To prove the validity of the model and the better performance on the test set, the dimensions of the user and item representations in all methods are set to the same factors and all parameters are tuned. On Amazon datasets, the regularized tuning parameter is 20 in most cases, and BPR-MF [35], FPMC [36], VBPR [18], and CIGAR [37] perform best on area under curve (AUC). For each data set, we report the average AUC (representing all commodities) on the complete test set \( T \) and the subset of \( T \), which contains only items with less than 5 positive feedback instances. The results of AUC on different data sets and different algorithms are shown in Table 2, the best performance method on every dataset is boldfaced. On the right we demonstrate the improvement of ours vs the best baselines.
Table 2. AUC on the test set. The best performing method in each row is red, and the second-best method in each row is boldfaced.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Fossil</th>
<th>FPMC</th>
<th>BPR-MF</th>
<th>VBPR</th>
<th>CIGAR</th>
<th>Ours</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Auc@10</td>
<td>Auc@20</td>
<td>Auc@10</td>
<td>Auc@20</td>
<td>Auc@10</td>
<td>Auc@20</td>
</tr>
<tr>
<td>Amazon Women</td>
<td>0.6585</td>
<td>0.7255</td>
<td>0.6240</td>
<td>0.7020</td>
<td>0.5992</td>
<td>0.6672</td>
</tr>
<tr>
<td>Amazon Men</td>
<td>0.7194</td>
<td>0.7194</td>
<td>0.6100</td>
<td>0.7100</td>
<td>0.6766</td>
<td>0.7156</td>
</tr>
<tr>
<td>Amazon Phones</td>
<td>0.6484</td>
<td>0.6885</td>
<td>0.7286</td>
<td>0.7418</td>
<td>0.6259</td>
<td>0.7259</td>
</tr>
<tr>
<td>Epinions.com</td>
<td>0.6048</td>
<td>0.7048</td>
<td>-</td>
<td>-</td>
<td>0.6797</td>
<td>0.6774</td>
</tr>
</tbody>
</table>

4.3. Performance and Quantitative Analysis

It is worth noting that all methods optimize the AUC metrics on the test set, but our method performs better than other methods.

(1) Compared with the VBPR, our method has a greater improvement on the Amazon Women data set. As the sparsity rate increases, the value of AUC increases, which indicates that customers are more likely to buy fashion items on Amazon. However, on the Amazon mobile phone data set, customers have a greater tendency to choose practical items. (2) Compared with methods without visual information, the method with visual information significantly improves the diversity and accuracy of items recommendations. (3) Compared with VBPR and CIGAR, our method can perform better on all datasets, and demonstrates the effectiveness and reliability of learning visual compatibility relationships from external datasets.

In Figure 2, we can observe that AUC increases with increasing epoch and tends to stabilize in the end. Using AUC@10 and AUC@20 respectively, we can observe that the performance of the top 20 commodities recommended is better, and we think that the more items displayed, the more stable the model performance.

![Figure 2](image_url)  
**Figure 2.** The performance of AUC@k on different epochs. In the experiment, the values of k are 10 and 20, respectively.

Training efficiency. AUC is demonstrated by increasing the number of training iterations in the test set. Generally, it takes about 5 hours for our model to converge on the women’s dress data set, and the convergence time is longer than BPR-MF and CIGAR.

4.4. Case Study

We select products purchased by Amazon users from 2008 to 2013 for analysis. According to user rating and purchase record, user preferences are found, and under user personalized differences, a variety of clothing and accessories are recommended for matching, as shown in Figure 3. Based on the user’s existing product collection, the proposed method recommends to the user articles of clothing that match one another. The collection of images in the four small boxes in Figure 3, include both the user’s existing products and the recommended products. A total of eight different styles were selected, each of which was in a different category. The top four for womenswear and the bottom for menswear.
Each row contains a recommended outfit where query images are indicated, and results to some matching items are recommended, the results show that the items in red boxes are more compatible.

Figure 3. Fashion outfit recommendation is based on query items.

Figure 4 shows that four related apparel items are listed for users to choose and match according to their previous purchase records. The generated clothes can be matched according to gender and style. Above is the category of men, and below is the category of women’s clothes that can be matched with the style of men. The same style of clothing and merchandise represented in each of the small squares. We can see that no matter from the casual style, or the style of simplicity, as well as the girl’s unique Bohemian style, these styles of internal goods have a high compatibility. The eight outfits are used to represent men’s and women’s clothes, respectively. Clothing products are matched within the area. Take leisure style as example, the interior of the sport style clothing can be matched with each other. Sports style and leisure style clothing can also be matched with each other.

We select four style outfits for display. In every outfit, the items are compatible with each other and each set contains only one type of item. Because of the limited set of images that are shown in Figure 5, a more comprehensive picture has been used. There are different styles of womenswear in different areas. As shown in Figure 5, there are four style outfits, and the items of the outfits are compatible. Every outfits contain five different items. Based on the user preference, the proposed method generates different style outfits for different scenarios. From which we can draw two conclusions, First, items in different subcategories can produce compatible combinations. Second, the products in each type of matching product collection will be arranged in order according to the comprehensive conditions, and the latent consistency of the products can be learned.
Figure 4. According to our algorithm, we have selected several types of matching clothing, which are divided into men’s and girls’ clothing, and we have selected the matching clothing products. The above is the men’s clothing, and the following is the women’s clothing category.

Figure 5. The outfits generated by our algorithm.

We conduct experiments based on Amazon datasets, and propose a clothing matching method based on the user dynamic preference, solving the problems of preferences modeling, network structure, style matching and so on. In addition, we analyze the visual dimension of clothing, personalize the visual style, and use the fewest clothes to match the outfits, to achieve the item optimal combination. The experimental results are consistent with the compatibility and diversity of visual styles. The experiment shows that the visual features of the item integrated into the collaborative filtering algorithm based on user–item interaction have a significant impact on user preferences.

During the experiment, through the classification of clothing products, different kinds of attribute features are extracted. Considering the dependence of hierarchical organizational features on user commodity interaction, we model personalize outfits based on the dynamic changes in user preferences, and to achieve the purpose of recommending more complementary items. To improve the performance
of search results, multiple features must be considered, such as the number of words in the query text, the number of images. The traditional context-aware recommendation system does not take into account the time effect of item recommendations. The proposed method can more accurately understand the user’s preferences as well as accurately predict the common preferences of the group in which the user is located.

5. Conclusions

In this paper, we propose a new method for personal style to address personalized behavioral prediction in fashion recommendation. We explicitly model scene-based user preference to infer the item–item relationship from historical user interactions. We have introduced a novel method for the fashion recommendation task, which can estimate the relative weights of each item in user interaction, so as to learn better representations for short-term user interests. The model considers the interaction between users and commodities, and makes full use of the visual relationship of commodities to model the relationship between commodities. The experimental results show that our method has very good performance compared to other methods in the AUC and diversity indicators. Experimental results on the publicly available Amazon data set verify the validity of the model. In addition, we visualized some samples to illustrate the effectiveness of the method. Despite the progress of our work, due to the complex and highly dynamic content of network resources, the user-provided query terms are often short and will lead to ambiguous ambiguity. Relying only on literal matching, it is difficult to understand the search intent contained in user queries. One future direction is to combine structured knowledge and deep natural language understanding to understand user intentions, and adopt a heterogeneous graph approach to solve complex diverse networks.
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