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Abstract—Virtual Learning Environments (VLE), such as Moodle and 

Blackboard, store vast data to help identify students' performance and engage-

ment. As a result, researchers have been focusing their efforts on assisting edu-

cational institutions in providing machine learning models to predict at-risk stu-

dents and to improve their performance. However, it requires an efficient ap-

proach to construct a model that can ultimately provide accurate predictions. 

Consequently, this study proposed a hybrid machine learning framework to pre-

dict students' performance using eight classification algorithms and three ensem-

ble methods (Bagging, Boosting, Voting) to determine the best-performing pre-

dictive model. In addition, this study used filter-based and wrapper-based feature 

selection techniques to select the best features of the dataset related to students' 

performance. The obtained results reveal that the ensemble methods recorded 

higher predictive accuracy when compared to single classifiers. Furthermore, the 

accuracy of the models improved due to the feature selection techniques utilized 

in this study. 

Keywords—machine learning, Weka, predictive model, ensemble, student per-

formance prediction, classification algorithm, virtual learning 

1 Introduction 

The COVID-19 pandemic has affected many educational institutions in terms of 

their implemented teaching and learning pedagogies. Several schools, colleges, and 

universities have discontinued face-to-face teachings [1]. Instead, most universities 

shifted to virtual and digital strategies [2] using their chosen Virtual Learning Environ-

ment (VLE) platforms such as Blackboard, Canvas, and Moodle. VLE is a platform 

that allows students and teachers to interact, present, and share resources/activities to 

complete an entire online course or serves as a supporting feature in traditional teaching 

courses [3] [4]. 

Many universities have fully digitalized their operations [5], enabling faculty and 

students to carry out teaching and learning experiences amid the pandemic. Due to the 

significant demand for VLEs brought about by the lockdown of schools, student per-

formance prediction and analysis is an essential task [6] that serves as supportive tools 
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to educators and metacognitive triggers to learners [7]. Prediction using machine learn-

ing techniques has enormous potential to assist faculty in identifying students' poor 

performance by enabling an early warning system [8]. Machine learning (ML) aims at 

creating algorithms that can learn and generate statistical models for data analysis and 

prediction. The ML algorithms should learn on their own, based on the data provided, 

and make accurate predictions without being explicitly programmed for a given task 

[9]. As a result, faculty can devote more attention to such underperforming students to 

prepare them for summative assessments on time. This effort usually leads to early 

detection of at-risk students, enhanced academic achievement, identification of weak 

learners, and trimming down of failure rates [10]. 

Various researchers conducted studies on this domain, but it mainly focused on using 

a single model prediction [11] or most commonly known as classification algorithms 

such as Decision Tree C4.5, Random Forest, Support Vector Machine (SVM), and Na-

ive Bayes [12]. This study aimed to provide a machine learning framework to predict 

students’ performance using a hybrid of classification and ensemble methods. The en-

semble method uses multiple classification algorithms strategically generated and inte-

grated to get a better prediction performance than the performance obtained from a 

single algorithm [13-14]. It combines the best-selected techniques as the final predic-

tion model [15]. Furthermore, it combines different machine learning techniques into a 

single predictive model to reduce variability (bagging), bias (boosting), or improve re-

sults (stacking) [61]. The experimental results of various studies show that ensemble 

methods gained a higher accuracy performance when compared to a single classifica-

tion model [15-17]. Moreover, the study utilized wrapper-based and filter-based feature 

selection techniques to identify the best features of the dataset used to build the final 

predictive model. The main objective of the ML framework is to compare the prediction 

models made implemented using both classification and ensemble methods, then 

choose the best one with the highest predictive accuracy. 

As a result of these considerations, the current study posed the following research 

questions: 

1. Do feature selection techniques improve the accuracy of the predictive model? 

2. What is the best machine learning classification algorithm to predict students' per-

formance in VLEs? 

3. Does the use of ensemble methods help the predictive models to achieve better per-

formance? 

The remainder of this paper is divided into four (4) sections—Section 2 presents 

background and related works. Section 3 presents the methodology, data collection pro-

cess, description, dataset generation, and model evaluation. Finally, section 4 discusses 

the obtained results, and Section 5 covers the conclusions and planned future works. 

2 Background and related works 

Machine learning (ML) for education is a new field in which a predictive model is 

created based on training data to predict students' performance [18]. The main goal is 
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to identify students who will have difficulty learning and take preventive measures. It 

has become a pressing need among educational institutions for a variety of purposes, 

such as detecting at-risk students [19], ensuring student retention [20], online learning 

behavior analysis [21], and many others. In addition, the wide use of VLEs generates 

large amount of data about teaching and learning interactions which can be helpful to 

discover hidden knowledge related to students' performance [10].  

ML techniques can assist in this direction by providing a framework that can analyze 

the data of each learner gathered from the interaction logs of VLEs [22]. Every student's 

online interaction, such as a click, a page visited, or a video viewed, is recorded in the 

log history [23]. Data miners gather data from the log history and work with analysts 

toward making predictions for pedagogical intervention [24], such as feeding the result 

into an integrated system with the task of showing the predicted final grade of a student 

[25]. 

Many researchers conducted studies to predict students' performance in VLEs based 

on various ML frameworks. For example, Soni et al. [26] analyzed the pupil's perfor-

mance from their last performances using classification algorithms and prepared a da-

taset of about 2000 students with 50 attributes. Results reveal that students' performance 

does not rely only on their marks but also on their extracurricular and personal habits. 

Ünal [27] used feature subset selection and classification operations to predict student 

performances using two publicly available datasets. The study used classification tech-

niques such as decision trees, random forest, and Naive Bayes to compare their accu-

racy rates. Similarly, Adnan et al. [28] proposed a predictive model that analyzes the 

problems faced by at-risk students. They trained and tested their model using various 

machine learning (ML) and deep learning (DL) algorithms to characterize the learning 

behavior. 

Moreover, Cui et al. [62] proposed an emotion recognition model that monitors each 

student's real-time emotional state during English learning. For example, when frustra-

tion or boredom is detected, machine learning will switch to contents that interest the 

student or are easier to learn, keeping the student engaged in learning. Finally, Saqib et 

al. [8] applied in their model a combination of logistic and regression algorithms on 

historical data to predict the final grade of students taking the same course in the next 

term. Experimental results show linear discrimination analysis as the most effective 

approach to correctly predicting students' performance outcomes in final exams. 

Unlike the other studies that focused mainly on using a single classification algo-

rithm, this study aimed to present a framework that will utilize a hybrid of classification 

and ensemble methods. Ensemble learning is an ML process to improve prediction per-

formance by strategically combining the predictions from multiple learning algorithms 

[29-31]. Therefore, this study aimed to utilize single classifiers and ensemble methods 

to exhaust all options in determining the ML model that provides the highest accuracy 

in predicting students' performance based on the data extracted from the VLEs. 
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3 Materials and methods 

The following subsections provide a brief overview of the research materials and 

methodology used in this study. 

3.1 Dataset and target class 

This study made use of an open-access dataset from the repository of Optimized 

Computing and Communications (OC2) used previously as lab's work on student pre-

diction in eLearning environments using machine learning methods. The dataset con-

tributors [32-36] were cited accordingly in this study to reuse their dataset. If interested, 

the dataset may also be accessed here [37-38]. Four (4) datasets are available on this 

public repository, but this study used the Student Performance Prediction - Multiclass 

Scenario dataset. 

The dataset comes from a second-year undergraduate Science course at the Univer-

sity of Western Ontario containing grades of the 486 students in the different assign-

ments, quizzes, and exams [32]. Table 1 shows the attribute description and type of 

data, along with possible values. 

Table 1.  Description of dataset attributes 

Feature Description Type Values 

Id Student Id Nominal Std000-485 

Quiz01 Quiz1 Score Numeric 0-10 

Assign01 Assignment1 Score Numeric 0-8 

Midterm Midterm Score Numeric 0-20 

Assign02 Assignment2 Score Numeric 0-12 

Assign03 Assignment3 Score Numeric 0-25 

Final Exam Final Exam Score Numeric 0-35 

Final Grade Final Grade Score Numeric 0-100 

Total Final Grade Nominal G, F, W 

 

In this dataset, all features have been scaled to 100 to improve the accuracy of the 

classifiers. The final grade is 100% instead of 110% due to an additional 10% applied 

into Assignment03's score as a curve or extra credit to assist students in their course 

grades. The total final grade of the students serves as the target class in this study. It is 

a multiclass variable that groups students into three categories, namely: 

1. Good (G) – course grade of the student is between 70-100% 

2. Fair (F) - course grade of the student is between 51-69% 

3. Weak (W) - course grade of the student is between <50% 
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Depending on the type of student intervention configured to be detected by a ma-

chine learning framework, the students under the Weak category are the most vulnera-

ble at risk of failing in a course. When building a predictive model, the range of final 

grades in each type is set based on the educational institution’s policy. 

3.2 Proposed framework and machine learning tool 

The primary aim of this study was to provide a machine learning framework to pre-

dict students' performance using a hybrid of single classifiers and ensemble methods. 

Unlike traditional ML approaches, which train data using a single learning model, en-

semble methods attempt to use a collection of models, then combine them to vote on 

their results [10]. Thus, the model gaining the most efficient accuracy will predict the 

future dataset gathered from the VLE. The framework of this study was inspired based 

upon Cross Industry Standard Process for Data Mining (CRISP-DM) [39]. It is the most 

used methodology for developing data mining and knowledge discovery projects [40]. 

However, this framework combines the strength of the CRISP-DM model in its data 

mining process while it introduces a hybrid approach of using classification algorithms 

and ensemble methods to optimize students' performance detection. Figure 1 illustrates 

the proposed framework consisting of four significant steps. 

 

Fig. 1. The proposed framework 

This study used the Weka machine learning tool to build a predictive model. Weka 

is a Java-based open-source machine learning software suite that includes visualization 

tools and algorithms for data analysis and predictive modeling [41-42]. 

Data harvesting. Data harvesting or most commonly known as "data collection," is 

a process that extracts and analyzes data collected from online sources [43], referred to 

as VLE in this study. Usually, it is achieved by running a SQL script or using any built-

in features the back-end database provides. Then, data miners harvest activity and en-

gagement logs of students from the VLE and consequently producing training and test-

ing datasets for the predictive model. The model will learn to perform a task using a 
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training dataset, and the testing dataset will ensure that the model works correctly [44]. 

Moreover, the training dataset is used for model fitting or estimating the model's pa-

rameters. The test dataset is then used for final model evaluation, assessing the perfor-

mance of the estimated model [45]. 

Data preprocessing. Data preprocessing involves cleaning noisy and missing values 

and handling outliers from the dataset. As a result, the predictive accuracy of the clas-

sifiers improves when appropriately managed. Weka supports numerous built-in pre-

processing techniques such as converting numeric data to nominal data (discretize), 

synthetic re-balancing of the dataset (SMOTE), normalize, standardize, remove dupli-

cates, and many more. Regardless of the preprocessing techniques implemented, the 

objective is to help the ML classifiers detect patterns and behavior accurately.  

The dataset used in this study was preprocessed by scaling all the features out of 

100. It includes replacing missing values with 0 and removing the Student Id attribute 

because it is insignificant to the predictive model. It also involves removing the Final 

Exam attribute because the study aims to identify at-risk students before taking their 

final exam. Without the final exam weighing 35%, the 65% stage of the student's course 

grade was calculated as the sum of the weights of Quiz01, Assign01, Midterm, As-

sign02, and Assign03, respectively. Then the result was divided by 65 and eventually 

multiplied by 100. Consequently, the new value of the target class takes on the 65% 

stage of the course grade. 

Figure 2 shows the graphical view of the dataset features; the predicted class contains 

464 good (G), eight fair (F), and 14 weak (W) students. 

 

Fig. 2. Graphical view of dataset features 

Best features extraction. Best features extraction, commonly known as feature or 

attribute selection, is a valuable method for dealing with high-dimensional data analysis 

by removing irrelevant and redundant data [46]. This method can shorten computation 
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time, improve learning accuracy, and better understand the learning model or data. This 

step will help remove some features in the dataset that do not significantly contribute 

to the model's predictive accuracy. Knowledge discovery during training becomes more 

complicated when information is irrelevant, redundant, noisy, or unreliable [47]. There-

fore, its elimination frequently improves the performance of machine learning algo-

rithms. 

In data mining, adding too many features may result in overfitting; the opposite (very 

few features) can also result in underfitting. Therefore, there is a need to select the best 

attributes for the model to reduce the possibility of having poor predictive performance. 

There are two known feature extraction methods in ML; they are wrapper-based and 

filter-based methods. The wrapper-based methods seek to find the fewest discrimina-

tive features possible to achieve high classification accuracy. On the other hand, filter-

based methods compute the 'best' subset of attributes based on some criteria [48].  

Moreover, all the features in filter methods are scored and ranked based on specific 

statistical criteria. It chooses the attributes with the highest-ranking values and elimi-

nates the low-ranking ones [49]. Compared to the filter methods, the computational 

costs of wrapper methods are higher. As a result, they are unsuitable for high-dimen-

sional datasets; however, they are more effective at identifying the subset of features. 

Furthermore, the high accuracy of these methods for selecting a subset of features is 

noticeable [50]. 

This study used both methods to ensure that these feature selection techniques have 

joint agreements on the best features used to build the predictive model. Weka tool 

supports both filter-based and wrapper-based methods in constructing predictive mod-

els. The framework used the CFS Subset Eval algorithm for filter-based method, using 

Best First and Greedy Stepwise Search as its search method. This algorithm assesses 

the value of a subset of attributes by considering each feature's individual predictive 

ability as well as the degree of redundancy between them [51]. On the other hand, the 

wrapper-based method will use the Classifier Subset Eval algorithm with various clas-

sifiers as its wrapper. This algorithm evaluates attribute subsets using training data and 

estimates the merit of a group of attributes. 

Modelling and validation. When building a machine learning framework, the best 

features of the dataset should be modeled using various classification algorithms, eval-

uate its accuracy based on some performance metrics, and select the best algorithm to 

build the predictive model. Unfortunately, a common mistake of data miners is pre-

selecting a specific algorithm and failing to compare it with the rest of the classifiers. 

This study used the most common classification algorithms mentioned in the litera-

ture to train and test the model, such as Naive Bayes (NB), Decision Table (DT), Ran-

dom Forest (RF), K-Nearest Neighbor (KNN), One Rule (OneR), Decision Tree (J48), 

Support Vector Machine (SVM), Neural Networks (MP), and Rule Induction (JRip). 

Moreover, the ensemble methods used in this study were bagging, boosting, and voting. 

Figure 3 illustrates the expanded view of the framework in which the modeling and 

validation step will use the best features extracted from the dataset. The ML framework 

introduced in this study is a hybrid approach for two reasons:  
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1. It uses filter-based and wrapper-based methods to extract the best features.  

2. It determines the most suitable predictive model that best responds to the given da-

taset by training single classifiers and ensemble methods and then selects the best 

model. 

 

Fig. 3. Expanded view of the ML Framework 

Further, the ensemble methods are based on the idea that a group of experts can make 

more accurate decisions than a single expert. Therefore, it combines classifiers to pro-

duce a single composite model with higher accuracy [31]. There are at least four en-

semble methods to choose from: bagging, boosting, voting, and stacking. Voting con-

structs two or more sub-models, then each sub-model makes predictions and combines 

them somehow to get the mean or the mode of the predictions [52]. As shown in Figure 

4, Weka supports ensemble methods by creating a single model of combined classifi-

cation algorithms of your choice and predicts output based on their combined majority 

of voting for the target class. 

Similarly, boosting, also known as a "meta-algorithm," is a chronological or sequen-

tial process in which each successive model attempts to remedy or correct the errors of 

the previous model [53]. On the contrary, bagging uses a bootstrap method to create 

multiple training sets. Multiple training sets are made using the bootstrap method by 

selecting random and repeatable samples from the original dataset [54]. Stacking, on 

the other hand, applies different learning algorithms to a single dataset. The predictions 

of the various classifiers are then combined and used by a meta-level classifier to gen-

erate a final hypothesis [55]. 

All the classification algorithms and ensemble methods used in this study would be 

trained and tested using 10-folds cross-validation. Cross-validation is a statistical 

method for evaluating and comparing learning algorithms that divide data into two seg-

ments: learning or training a model and validating the model [56]. Its most common 

form is ten-fold cross-validation, which splits the dataset into nine (9) sub folds for 

training, and one (1) fold for testing sets, then rotates the folds [57]. 
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Fig. 4. Adding of classifiers into Voting Ensemble Method using Weka 

The following performance evaluation metrics were used to evaluate the obtained 

results of the models: accuracy, F-measure, precision, and recall. Their calculations 

were based on a confusion matrix of binary classifiers, as illustrated in Figure 5 and 

described mathematically in Equations (1), (2), (3), and (4), respectively. 

 

Fig. 5. The Confusion Matrix 

 𝑅𝑒𝑐𝑎𝑙𝑙 =
TP

TP+FN
 (1) 

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
TP

TP+FP
 (2) 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
TP+TN

TP+FP+FN+TN
 (3) 

 𝐹 − 𝑀𝑒𝑎𝑠𝑢𝑟𝑒 =
2 x (Recall x Precision)

Recall+Precision
 (4) 
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Precision is the percentage of correct predictions among positively predicted cases, 

whereas recall is accurate predictions among actual positive cases. Thus, accuracy, pre-

cision, recall, and F-measure values are within (0,1), and higher values indicate better 

predictions [58]. Furthermore, accuracy is the likelihood that a randomly selected in-

stance (positive or negative, relevant or irrelevant) will be correct. In contrast, F-meas-

ure is the weighted harmonic mean of recall and precision [59]. In this study, the accu-

racy of the model and its corresponding F-measure value would be monitored to deter-

mine the best performing model. A model with the highest accuracy and an F-measure 

value close to 1 is our target model. 

4 Results and discussion 

In this study, the best features of the dataset were extracted using filter-based and 

wrapper-based methods. In addition, the selected attributes were trained and evaluated 

using a hybrid of single classifiers and ensemble methods. As a result, the model with 

the highest recorded accuracy and F-measure would predict students’ performance in a 

future dataset. All experiments were carried out using the Weka machine learning tool. 

4.1 Best features extracted 

Table 2 shows the selected subset of Classifier Subset Eval wrapper method using 

single classifiers such as J48, JRip, MP, KNN, and RF. The best-first search was used 

as the search method, while accuracy served as the performance evaluation measure in 

selecting attributes. The table reveals that 3 out of 5 algorithms (J48, JRip, and MP) 

agree that all features are relevant and correlated. Only KNN and RF algorithms 

dropped Assign02 in the selected subset. 

Table 2.  Feature selection using Classifier Subset Eval wrapper method 

J48 JRip MP KNN RF 

Assign03 Assign03 Assign03 Assign03 Assign03 

Quiz01 Quiz01 Quiz01 Quiz01 Quiz1 

Assign01 Assign01 Midterm Assign01 Assign01 

Assign02 Assign02 Assign02 Midterm Midterm 

Midterm Midterm Assign01   

 

Similarly, the ranked features using the CFS Subset Eval filter method having best 

first and greedy stepwise search are shown in Table 3. It can be observed in the table 

that the ranking of features is the same for both search methods having Assign03 and 

Midterm as the highest-ranked and lowest-ranked attributes, respectively. 
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Table 3.  Feature selection using CFS Subset Eval filter method 

Rank Best First Search Greedy Stepwise Search 

5 Assign03 Assign03 

4 Quiz01 Quiz01 

3 Assign01 Assign01 

2 Assign02 Assign02 

1 Midterm Midterm 

 

The objective of using both methods is to identify the weakest attribute/s in wrapper 

methods (Assign02) and to determine the lowest-ranked attribute/s in the filter method 

(Midterm). With this, the best features would include Assign03, Quiz01, and Assign01, 

respectively. These would be used for experimental purposes in training the models. 

4.2 Performance of the trained models 

The comparative analysis of the performance of the trained models using single clas-

sifiers and ensemble methods is demonstrated in Table 4. Based on the experiments 

shown in Table 4, it could be observed that using ensemble methods improved the 

trained models' performance compared to single classifiers. The predictive accuracy of 

ensemble methods was higher than any of the single classifiers regardless of whether 

all or best dataset features were used. Boosting gained the highest accuracy of 98.56% 

when all features were trained, while Bagging recorded 98.35% when only the best 

features were used. Indeed, the ensemble methods (Bagging, Boosting, Voting) con-

sistently performed better than any single classifiers in training the models for both 

experiments (all features and best features). The table further reveals that the trained 

models for single classifiers and ensemble methods gained high F-measure values, al-

most close to 1. It only means that low false positives and false negatives had been 

attained; hence, the trained models correctly identified the predicted class. 

Table 4.  Performance of the Predictive Models 

Approach Algorithm 
All Features Best Features 

Accuracy F-Measure Accuracy F-Measure 

Single Classifiers 

NB 95.88 0.97 95.47 0.96 

DT 95.88 0.95 96.50 0.96 

RF 97.33 0.97 97.53 0.97 

KNN 97.74 0.98 97.33 0.97 

OneR 95.68 0.94 95.27 0.94 

J48 95.88 0.95 96.71 0.96 

SVM 95.47 0.98 95.47 0.96 

JRip 96.30 0.96 97.12 0.97 

Ensemble Methods 

Bagging 98.15 0.98 98.35 0.98 

Boosting 98.56 0.99 98.15 0.98 

Voting 97.94 0.98 98.15 0.98 
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As seen in Figure 6, eight (8) single classifiers and three (3) ensemble methods were 

used in this study. Due to this hybrid approach of training the models, the machine 

learning framework provided by this study gave a complete overview of which algo-

rithm performed better between single classifiers or ensemble methods to predict stu-

dents’ performance in a future dataset. The algorithm with the highest predictive accu-

racy would be chosen to build the final predictive model. 

 

Fig. 6. Comparison of model’s accuracy in term of the number of features 

To illustrate this concept, among the single classifiers, KNN gained the highest ac-

curacy of 97.74% and 97.33% for all features and best features, respectively. Similarly, 

boosting algorithm topped the other ensemble methods earning a recorded accuracy of 

98.56% and 98.15% on the same experiments. Since boosting algorithm was higher 

than KNN on this experiment; therefore, it would be chosen to build the model for 

predicting future datasets if the plan was to use all features. Furthermore, it is valid 

provided all features are proven to be correlated to the predicted class. 

The performance of the predictive models improved better for DT, RF, J48, JRip, 

Bagging, and Voting algorithms when it trained using the best features of the dataset. 

The best attributes of the dataset were selected using the combined approach of Classi-

fier Subset Eval and CFS Subset Eval feature selection techniques. Feature selection 

improves classification performance because it helps obtain optimal accuracy; how-

ever, this is dependent on the feature selection method used [60].  

Figure 6 further reveals that algorithms like NB, KNN, OneR, and Boosting did not 

improve their accuracy using the best features. It could be due to the feature selection 

methods used, which may not fit into these algorithms. Based on the experimental re-

sults, when the best features of the dataset were used, the bagging algorithm gained the 

highest accuracy of 98.35%. Therefore, it would be chosen to build the final predictive 

model if only the plan was to use the best features of the dataset. In machine learning, 
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the best attributes selected by feature selection techniques are more preferred than using 

all the dataset features because it reduces training time, decreases over-fitting, and im-

proves the accuracy if the right subset was chosen. 

4.3 Research questions 

This section addresses the following research questions: 

Do feature selection techniques improve the accuracy of the predictive model? 

Feature selection techniques improve the accuracy of the predictive models by selecting 

the best subset correlated to the target class. As illustrated in Figure 6, most of the 

classifiers (DT, RF, J48, JRip, Bagging, Voting) used in this study improved the mod-

el's accuracy. However, the right method should be selected appropriately to achieve 

this. Weka supports various feature selection techniques involving wrapper-based and 

filter-based methods. 

What is the best machine learning classification algorithm to predict students' 

performance in VLEs? A common mistake of most data miners is to pre-select a spe-

cific algorithm to solve an ML problem due to their existing algorithm assumptions. 

For example, various researchers use Decision Trees or Neural Networks algorithms 

since they predict better without testing other available algorithms. Before settling on 

a final model, it is critical to compare the predictive accuracy of various algorithms 

first. As shown in Table 4, various algorithms using the available dataset harvested 

from VLEs were trained, their accuracy and F-measure was recorded, then the best 

classification algorithm was selected. In this dataset, boosting algorithm outperformed 

the other known classifiers used in the study; such as K-Nearest Neighbor and Random 

Forest. 

Does the use of ensemble methods help the predictive models to achieve better 

performance? Ensemble methods are a general meta-machine learning approach that 

seeks to improve predictive performance by combining predictions from multiple mod-

els [52]. Figure 6 shows that out of 11 classification algorithms and meta algorithms 

used in this study, the ensemble methods such as bagging, boosting, and voting 

achieved better predictive accuracy than all the other classification algorithms. For ex-

ample, boosting algorithm gained the highest accuracy of 98.56% when all features 

were used, while the bagging algorithm recorded the highest accuracy of 98.35% when 

the best features were used. 

5 Conclusion and future works 

The early prediction of students' performance is an essential tool for educational in-

stitutions to provide necessary intervention to at-risk students. Machine learning (ML) 

is one of the methods used for student profile modeling to create knowledge from data 

automatically [63]. ML techniques in predicting student performance have been proven 

to help identify poor performers and allow tutors to take early corrective measures [64]. 

To this end, an ML framework is proposed for predicting students' performance in a 

Virtual Learning Environment (VLE) using the Weka machine learning tool. Unlike 
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similar studies conducted in the past, this study is a hybrid approach of training models 

based on comparing single classifiers and ensemble methods. Moreover, the selection 

of the best features of the dataset was determined using filter-based and wrapper-based 

methods. The study made use of an open-access dataset from the repository of Opti-

mized Computing and Communications (OC2) containing grades of the 486 students 

in the different assignments, quizzes, and exams. In addition, experiments were con-

ducted to predict a multi-class case (Good, Fair, Weak) dataset and identified students' 

performance before taking their final exams. 

This study used classification algorithms such as Naive Bayes, Decision Table, Ran-

dom Forest, K-Nearest Neighbor, One Rule, J48, Support Vector Machine, Multi-layer 

Perceptron, and JRip. Moreover, the ensemble methods used in this study were bag-

ging, boosting, and voting. Experimental results revealed an increased predictive accu-

racy of the trained model for all ensemble methods used compared to the single classi-

fication algorithms. Furthermore, the performance of the trained models improved 

among the majority of algorithms when the best features of the dataset were used. 

Future works include using the framework to engage in other areas of predicting 

performance, such as students' engagement and determining students' at-risk of drop-

ping a course. In addition, the author plans to test the framework in a much larger da-

taset to optimize its performance and to perform any needed tweaking on its processes. 
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