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With the high growth of digitization and globalization, online exam systems continue to gain popularity and 
stretch, especially in the case of spreading infections like a pandemic. Cheating detection in online exam systems 
is a significant and necessary task to maintain the integrity of the exam and give unbiased, fair results. Currently, 
online exam systems use vision-based traditional machine learning (ML) methods and provide examiners with 
tools to detect cheating throughout the exam. However, conventional ML methods depend on handcrafted 
features and cannot learn the hierarchical representations of objects from data itself, affecting the efficiency 
and effectiveness of such systems. The proposed research aims to develop an effective and efficient approach 
for online exam systems that uses deep learning models for real-time cheating detection from recorded video 
frames and speech. The developed approach includes three essential modules, which constantly estimate the 
critical behavior of the candidate student. These modules are the front camera-based cheating detection module, 
the back camera-based cheating detection module, and the speech-based detection module. It can classify and 
detect whether the candidate is cheating during the exam by automatically extracting useful features from visual 
images and speech through deep convolutional neural networks (CNNs) and the Gaussian-based discrete Fourier 
transform (DFT) statistical method. We evaluate our system using a public dataset containing recorded audio 
and video data samples collected from different subjects carrying out several types of cheating in online exams. 
These collected data samples are used to obtain the experimental results and demonstrate the proposed work’s 
efficiency and effectiveness.

1. Introduction

Online learning is on the rise and has rapid innovation worldwide 
due to significant demand from major world events. Massive open on-

line courses (MOOCs) allow students who cannot contact the campus 
because of schedule or location constraints to enroll in online courses 
and access a wide range of educational resources. Students can take 
courses online using platforms anywhere in the wide world, so there 
is no need to come to campus in a typical classroom. Educators have 
a wide variety of multimedia content to deliver knowledge to students 
through online courses. In Liu et al. (2020), the authors stated that 
from 2008 to 2018, the number of students who took at least one on-

line course increased by 151%. There are several critical components 
of any educational program that each educational institution must con-

sider and know how to deal with, such as exams and assessment tests. 
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The percentage of cheating students when taking online courses has be-

come higher. Any educational institution needs to detect and prevent 
cheating to maintain its value to society. King and Case (2014) have 
concluded that the students’ cheating percentage was rising in 2013, 
and more than 74% of students confirmed that it is easier to cheat in on-

line courses than in typical courses. It cannot guarantee the prevention 
of cheating. The authors also clarified that about 29% of students were 
able to cheat through online courses because there is no possible way 
to allocate human proctors. In contrast, a human proctor can monitor 
the students throughout the exam that has been taken in a traditional 
and protected classroom environment. One of the main disadvantages 
of taking online exams is that it is difficult for providers of MOOCs to 
ensure that the students have well-learned the course material and cov-

ered the main knowledge areas of the course. There are some testing 
procedures for the institution to follow when they have online exams, 
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which start when the learners come to the certified testing center or 
campus to take the exam under the supervision of a human proctor. 
Some institutions do not mind if the students take exams anywhere as 
long as they are connected by the Internet. Such organizations depend 
on new tools such as ProctorU or Kryterion that allow students to access 
the exams anywhere (Kaddoura et al., 2022). They still need a remote 
proctor to monitor the students through a webcam during the test. In 
this case, the proctor needs to be trained to monitor the students re-

motely by carefully watching and listening for unusual behaviors of the 
test taker. The unusual behaviors that can stop the test or alert the test 
taker could be unusual movements of the eyes or disappear from the 
field view of the webcam. This paper aims to enhance the monitoring 
of online exams by introducing a multimedia analytics system to per-

form automatic and continuous online exam proctoring (OEP). We will 
provide real-time proctoring to detect the cheating behaviors of the test 
taker to enhance the integrity of online exams. To achieve our goals, we 
need to observe the audiovisual behaviors of the test takers to detect if 
there is any cheating behavior. In Reale et al. (2011) and Xiao et al. 
(2015), authors have been studying how to extract features from visual 
data and audio to analyze human behaviors. The approach in Atoum et 
al. (2017) studied how to monitor the test taker in the room using two 
cameras and a microphone. The proctor monitors two cameras; a we-

bcam that focuses on the monitor’s face or is set above the test taker; 
and a WearCam that could be attached to the test taker’s eyeglasses to 
capture the field of view. The authors said that it is essential to moni-

tor the sound surrounding the test taker, so the webcam comes with a 
microphone to record any sound in the exam room. They also said that 
the system should be able to detect actions such as cheating from the 
book, using the phone, searching the Internet, and detecting if another 
person is taking the exam on their behalf. Their system depends on a hy-

brid approach that combines two stages of the algorithm: extracting the 
features from the audiovisual streams and making decisions by taking 
the high-level features from the first stage output. The first stage con-

sisted of six basic components to extract features indicative of cheating, 
including user verification, speech detection, text detection, active win-

dow detection, phone detection, and gaze estimation. The output of this 
stage was a binary number or probabilistic estimation of observing un-

usual behaviors. The output of the first stage was inputted to the next 
stage to end up with a joint decision across all components by extracting 
the high-level temporal features. In order to detect real-time cheating 
behavior, the new features were used to train and test a classifier to pro-

vide continuous real-time detection. A database of audio and vision was 
collected from 24 different subjects containing various types of math 
exam cheating behaviors to evaluate their system. The exam questions 
are multiple-choice and fill-in-the-blank. Their results showed the ac-

curacy and efficiency of the system. However, their approach is based 
on handcrafted features and cannot learn the hierarchical representa-

tions of objects from the data, affecting the efficiency and effectiveness 
of online exam systems. In Kadam et al. (2021), the authors propose 
a lightweight technique for dealing with the image. Although this is a 
lightweight technique, we could not use a similar approach because the 
students’ images should not be modified and should be considered as is 
to avoid false detection of cheating when the students did not commit 
cheating.

Many different approaches can be applied as well as future work. 
In Walambe, Marathe, et al. (2021), they used ensemble learning for 
lightweight object detection. This approach can be investigated to de-

termine the opportunity to apply it in this work. In Walambe, Nayak, et 
al. (2021), the authors employ multimodal machine learning for stress 
detection. In Chaudhari et al. (2020), they used a promising approach 
for data augmentation using GANs. The same approach can be applied 
to modify the dataset and recheck the accuracy. In order to justify the 
outcomes of experiments, explainable AI can be used as in Joshi et al. 
(2021).

This research aims to develop an effective and efficient approach for 
online exam systems that uses deep learning models for real-time cheat-

ing detection from recorded video frames and speech. The developed 
approach includes three essential modules, which constantly estimate 
the critical behavior of the candidate student. These modules are the 
front camera-based cheating detection module, the back camera-based 
cheating detection module, and the speech-based detection module. It 
can classify and detect whether the candidate is cheating or not during 
the exam by automatically extracting useful features from visual images 
and speech through deep convolutional neural networks (CNNs) and the 
Gaussian-based discrete Fourier transform (DFT) statistical method. Be-

low are the contributions of the proposed approach:

• The proposed approach is lightweight and takes into consideration 
front-camera, back-camera, and speech detection.

• A soft voting-based decision-level fusion rule is proposed to give 
different weights to the output scores from the modules based 
on their importance. The output class with the greatest sum of 
weighted probabilities gives the final target a cheating or non-

cheating label.

• The proposed approach achieved high accuracy of cheating detec-

tion.

The rest of the paper is organized in the following sections. Sec-

tion 2 explains the related works in the literature review. Section 3

presents the proposed approach. Section 4 explains the research meth-

ods. Section 5 describes the experiments and the evaluation results of 
the developed models. Section 6 is the conclusion and future work.

2. Related work

Over recent years, the demand for online learning has increased 
significantly. Researchers have tried to propose different methods to 
proctor online exams using various techniques. An online proctoring 
service will allow students to take their exams in their own space at 
home. This means that a real person will supervise them in real-time 
via webcam, microphone, and speakers. In Li et al. (2015), the authors 
proposed a framework for online proctoring depending on collaborative 
and automatic cheating behavior detection approaches using four dif-

ferent components. They have used a gaze tracker, two webcams, and 
an EEG sensor to build their hardware to monitor one cheating type, 
which is a reading answer from the papers. The first camera will mon-

itor the tester’s face and be placed above him, while the other one will 
monitor the subject’s profile and be located on the subject’s right-hand 
side. The work has to be developed more because this framework can-

not detect various cheating behaviors and only focuses on one type of 
cheating. In Wahid et al. (2015), the researchers developed a web-based 
exam system to prevent cheating while taking online exams.

There is much research that focuses on monitoring online exams 
using human monitoring. Still, the main disadvantage is that it is very 
costly and needs many employees to monitor the exams. In Rosen and 
Carr (2013), the authors proposed a semi-automated computer machine 
proctoring using an intelligent desktop robot. The robot consists of 360-

degree motion and camera sensors to record the video data. The data 
will then be transmitted to a monitoring center to detect any suspicious 
motion in the video. According to their results, the method has one 
main problem: it still cannot detect many cheating behaviors, such as 
when someone stands outside the camera’s view. However, it can still 
see the test questions and provide the answers to the test-taker using 
pieces of paper or silent signals.

A secure browser is another way that allows students to take on-

line exams in a secure environment where they are monitored through 
their mics and webcams to monitor their behavior to prevent students 
from using other computer resources to cheat. A fully digital Artifi-

cial Intelligence-Based Proctoring System (AIPS) is used without human 
monitoring while taking online exams. The system will record and an-

alyze the students’ behaviors during exams, and when the students try 
to cheat, the active system will flag such behavior and take action ac-
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cordingly. Then the system will either generate a report or suspend the 
exam to be reviewed by the institution (OReilly & Creagh, 2016).

Beyond the educational field, authors started studying audiovisual 
behaviors in the multimedia community to monitor more types of be-

haviors. Authors in Xiao et al. (2015) proposed a model to monitor head 
motion in human interaction using audiovisual recordings. Moreover, 
in Nguyen et al. (2014), the authors extracted some cues from the au-

diovisual data to predict heritability in real job interviews. In contrast, 
authors in Lefter et al. (2013) detected various threats and aggression 
using audiovisual data, such as unwanted behaviors in public areas.

In Hussein et al. (2020), the authors classified online proctoring 
systems into three types: live proctoring systems, recorded proctoring 
systems, and automated proctoring systems. Live proctoring systems are 
primarily used in theoretical exams. It involves a human proctor to track 
eye movements, identify students’ faces, and flag if students are found 
malpractice and cheating. The recorded proctoring system involves 
recording videos during online exams, and then the post-proctoring is 
used for face movements and tracking eyes, objects, face detection, and 
log analysis. Automated proctoring systems are the most complex and 
complicated ones to design. The system analyzed students’ behaviors 
through various algorithms and technologies without any need for hu-

man proctoring.

Several existing online proctoring systems worldwide can be used 
to monitor online exam takers. ProctorU is one famous live OPS that 
uses a microphone and webcam to guide students and monitor them 
during online exams. The system mainly depends on the webcam, so 
students are requested to have an uninterrupted audiovisual connection 
throughout the exam session (Milone et al., 2017). The Kryterion system 
is similar to the ProctorU system, and both of them are not highly se-

cure, and the institutions can’t entirely depend on them to monitor their 
students (Prathish et al., 2016). A hybrid solution was recommended by 
one of the companies that rely on live professional trained proctors who 
monitor the exams and have the facility to interrupt the exam if they 
suspect something (Slusky, 2020).

XProctor is another popular OPS that relies on facial recognition, 
video streaming, and audio and photo graphics to track and monitor 
students. This system can be easily integrated with various LMS and can 
be installed on the student’s computer (Slusky, 2020). Another famous 
OPS is TeSLa, which the European Commission funded as a tool that 
can be launched to combat cheating in online exams. The system was 
evaluated and tested by more than 18 different European universities, 
and it is one of the free-to-use authentication tools. It depends on the 
biometrics of the test takers, such as voice recognition, keystroke anal-

ysis, facial recognition, and fingerprint analysis, to detect if students in 
online exams are not cheating (Draaijer et al., 2017).

ProctorExam is one of the leading online proctoring services devel-

oped in Europe and requires less data collection than other systems. The 
institution has a choice to choose the type of supervision: either mon-

itor in real-time or review after the session for greater flexibility. The 
system provides dual-view proctoring, including screen-sharing, a web-

cam, and a smartphone camera to view 360° of the testers’ workspace to 
monitor everything. The Safe Exam Browser is computer software that 
turns any computer, temporarily, into a secure workstation. It consists 
of a browser and a kiosk application. The application will lock down the 
examination computer from browsing and exploring other applications 
and tabs. At the same time, the browser communicates with the quiz 
module of an LMS running on a server. It is a very secure software that 
monitors students who take their exams via unmanaged computers, like 
students’ own laptops and tablets, and disables them from taking short-

cuts and copying and pasting while taking their online exams (Slusky, 
2020).

After reviewing some examples of various online proctoring sys-

tems, they depend on the number of necessary parameters selected 
based on hardware and ease of implementation accessible to the stu-

dents. It could be a mic, camera, human proctor, gaze tracking, screen 
share/recording, biometrics, and application lock. The webcam is used 

to monitor students while concurrently recognizing any cheating at-

tempts. It can be used to check other people in the background who are 
trying to help or support cheating. The mic can be utilized to record 
the audio speech to detect the background noises that tell whether the 
student is being supported via a call. Some software also depends on a 
human proctor, besides other parameters, because current systems do 
not have a 100 percent accuracy rate to detect online cheating and pre-

vent a student from being wrongly accused. Screen sharing can be used 
in some applications to allow the proctor to view the students’ tabs 
and monitor their screen equipment to ensure they did not open any 
other tabs or notes to search for the answer. In contrast, recordings can 
be used in some applications as a reference if there is a disagreement 
about the suspicious activity flag raised by the system (Nigam et al., 
2021).

Application lock is one of the parameters that can be used to lock 
the application or the browser while the student is taking online exams 
to ensure that students cannot get access to other software in the exam 
background. This parameter is used via a secure browser method. It 
flags the students when creating a tab switch. Biometrics parameters 
use biometric verification to ensure that the student is not cheating 
by impersonating someone else. The last parameter is gaze tracking, 
which depends on a gaze tracker to prevent students from cheating 
using external resources. It monitors their behaviors when looking away 
from the screen (Nigam et al., 2021).

Based on recent research, most educational institutions have begun 
to embrace online proctoring software to conduct remote examinations 
while maintaining the integrity of the exam. Shifting from the tradi-

tional paper-based method to a remote proctoring system has many 
advantages. The first advantage is that scheduling exams become easier

and make education more accessible worldwide. Students can take the 
exam from any place at any time. Moreover, student-instructor commu-

nication becomes faster, and the exams’ results can be generated in a 
shorter time (Lee & Fanguy, 2022).

By developing a multi-modal system, Malhotra et al. (2022) de-

scribed a strategy for avoiding the physical presence of a proctor during 
the test. They used a webcam and active window capture to capture 
video. The test taker’s face is recognized and analyzed to predict his 
emotions. The head pose is determined by identifying some feature 
points. A mobile phone, a book, or the attendance of another person are 
among the things that can be detected. This model combination yields 
an intelligent rule inference system capable of determining whether any 
examination malpractice occurred.

Noorbehbahani et al. (2022) introduced a review of 58 online cheat-

ing publications published between January 2010 and February 2021. 
They presented the trending topics about cheating on online exams. 
Their research can serve as a useful resource for educators and re-

searchers working in online learning who want to get a more compre-

hensive understanding of cheating detection, mitigation, and preven-

tion.

To ensure the integrity of the user, Gopane and Kotecha (2022) pro-

posed a methodology that includes continuous user verification and 
validation. Eye gaze tracking and subtle expression detection, such as 
laughter detection to predict the applicant’s viewing direction, eyes 
closing or blinking duration, and head movement and activity were de-

tected for monitoring during the test. Any suspicious activity by the 
applicant was monitored and assessed. Artificial intelligence was used 
to classify the applicant’s activities. The preliminary results showed that 
the proposed method was effective in this regard.

Sapre et al. (2022) proposed an intelligent online framework for re-

ducing student malpractices in the online exam mode. They used some 
machine learning algorithm-based methods. During the exam, the main 
task was to continuously detect each student, which necessitated us-

ing a webcam for facial detection. To be sure, facial illumination and a 
proper pose setup were observed. The examiner can track the student 
from their end and receive alerts based on their illegal behavior because 
of the live detection.
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Fig. 1. The diagram of the proposed approach.

Jalali and Noorbehbahani (2017) proposed an automatic cheating 
detection method for analyzing the webcam images of students in on-

line exams using image-based thresholding and clustering methods. The 
proposed method has been put to the test on actual students, and the 
evaluation results indicate that it can be used successfully in online 
exams. The average accuracy score across ten students is 78%. How-

ever, the accuracy score has still not improved, and there is no module 
to analyze students’ sounds during the exam. Masud et al. (2022) pro-

posed a method to detect cheating through detecting activity from exam 
videos by extracting four different types of event data and using a pre-

trained classification model. The method transforms each video into 
a multivariate time series representing the time-varying event data. 
Several experiments on a real dataset of cheating videos showed that 
the method could predict outcomes with an accuracy of up to 97.7%. 
However, the multivariate time series requires a large data sample; oth-

erwise, the method’s results will be meaningless due to high standard 
errors. Moreover, multivariate features are complex and require high-

level mathematical calculations.

Through the literature review and related work, it is clear that 
researchers have made several attempts to develop high-performance 
cheating detection systems. These attempts are either expensive or not 
supported by the results or have not reached the required efficiency and 
strength. Therefore, we focus on breaking the gap and limitations found 
in previous studies through this research.

3. Proposed approach

The proposed approach detects cheating in online exam systems 
based on effective and efficient methods with the decision fusion rule. It 
mainly consists of three detection modules that give cheating probabil-

ities scores and fuse them using a soft voting technique, to be described 
in the following subsection. Fig. 1 demonstrates the diagram of the ap-

proach. The first and second modules take a sequence of video frames, 
depending on a selected time window size, captured from front and 
back cameras as inputs. A lightweight end-to-end deep convolutional 
neural network (CNN) method classifies them into cheating or non-

cheating classes according to their probability scores. The third module 
takes chunks of recorded voice according to the same window size as the 
first and second modules. Then, it classifies them into: cheating class, 
for the speech occurrence with one probability score, or non-cheating 
class, for non-speech occurrence with one zero probability score using 
a Gaussian-based discrete Fourier transform (DFT) statistical method 
introduced in Sohn et al. (1999). For speech detection, the Gaussian 
statistical coefficient vectors of noise, speech, and noisy speech with 
𝑘th elements are taken. After that, a soft voting-based decision fusion 
method (Gumaei et al., 2022) gives different weights to the output 
scores from the modules based on their importance and sums them up. 
Then, the output class, with the greatest sum of weighted probabilities, 
obtains the vote for the final target cheating or non-cheating label. The 
idea behind using a sequence of images and chunks of voice, based on 

the time window size, is to maintain the compulsory requirement of 
the space. Thus, only the sequence of images and chunks of voice for 
the cheating activity will be saved for reviewing the behavior of any 
candidate during the online exam if this is needed in some cases.

4. Research methods

In this section, the methods used in the proposed approach are ex-

plained. The deep CNN method used in the first and second modules for 
cheating detection from video frames captured by front and back cam-

eras is described first. Two models are built: one model detects cheating 
from front camera images, and the second model detects cheating from 
back camera images. Then, the Gaussian-based DFT statistical method 
for cheating detection from the speech is described. Finally, the soft 
voting decision level fusion method will be explained. The following 
subsections describe these methods in detail.

4.1. A lightweight deep convolutional neural network (CNN) method

Fig. 2 shows the block diagram of the proposed deep CNN model 
architecture. It contains five major blocks that extract and classify 
cheating features from input images. The blocks numbers one to four 
consist of four 2D convolutional layers and four max-pooling layers. 
Two dropout layers are used in blocks four and five to prevent the over-

fitting problem during the model’s training. Block number 5 has a series 
of fully connected (FC) layers: the flattening layer and two dense layers 
separated by the dropout layer.

The model’s input images are resized to be 224×224×3, where 224 is 
the size of both height and width, and 3 is the number of color channels 
for the layers. A rectified linear unit (ReLU) is employed as an activa-

tion function in each layer of the model. The ReLU is a non-linear and 
simple function that makes a large network easy to train. The following 
equation (Gumaei et al., 2020) can be used to calculate it.

𝜎(𝑢) =𝑚𝑎𝑥(0, 𝑢) (1)

The kernels used in the convolution model are sized to have a fixed 
size of 2×2, and the max-pooling is also sized to 2×2 to reduce the 
number of parameters and computation process. For the input images, 
the CNN layers can provide various levels of feature abstraction. Fig. 2

displays the total number of features created.

In the final block, the classification process is accomplished. The 
fourth step generates 2D feature maps, which are then flattened into a 
1D feature vector. The 1D feature vector is fed into a dense layer with 
completely connected layers in the fifth block. The dense layer’s output 
is then transferred through a dropout layer before being transmitted 
through another dense layer with a softmax activation function. It has 
several neurons equal to the number of class labels. The likelihood of 
each class label is calculated using the softmax activation function. It 
can be calculated using the following formula (Gumaei et al., 2020):
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Fig. 2. Block diagram of custom DCNN model.

prob𝑘 =
𝑒𝑢𝑘∑𝑛
𝑖=1 𝑒

𝑢𝑖
, for 𝑘 = 1,… , 𝑛 (2)

where 𝑝𝑟𝑜𝑏 is the output probability between zero and one for the input 
𝑢, and the sum of the outputs is equal to one.

This model has few layers and a small number of learnable param-

eters. Therefore, it is lightweight and has a low detection computation 
cost.

4.2. A Gaussian-based discrete Fourier transform (DFT) statistical method

The method mentioned in Sohn et al. (1999) is used for speech-

based cheating detection. Suppose the task is to detect the speech from 
recorded voices, and there is uncorrelated additive noise coming from 
the background environment; the two hypotheses to detect the speech 
that can be considered for each chunk of voice are:

𝐻0: There is no speech, 𝑌 =𝑁

𝐻1: There is a speech, 𝑌 = 𝑆 +𝑁

Here 𝑁 , 𝑆, and 𝑌 are the coefficient vectors of the discrete Fourier 
transform (DFT) for noise, speech, and noisy speech with their 𝑗𝑡ℎ
elements 𝑁𝑗 , 𝑆𝑗 and 𝑌𝑗 respectively. The Gaussian statistical model 
is adopted in which each process generates the DFT coefficients that 
are independent asymptotically Gaussian random variables (Ephraim & 
Malah, 1984). At this point, the probability density functions (PDFs) of 
𝐻0 and 𝐻1 are computed by:

Prob
(
𝑌 ∣𝐻0

)
=

𝑁−1∏
𝑗=0

1
𝜋𝜎𝑁 (𝑗)

exp
⎧⎪⎨⎪⎩
|||𝑌𝑗 |||2
𝜎𝑁 (𝑗)

⎫⎪⎬⎪⎭
(3)

Prob
(
𝑌 ∣𝐻1

)
=

𝑁−1∏
𝑗=0

1
𝜋
[
𝜎𝑆 (𝑗) + 𝜎𝑁 (𝑗)

] exp
⎧⎪⎨⎪⎩

|||𝑌𝑗 |||2
𝜎𝑆 (𝑗) + 𝜎𝑁 (𝑗)

⎫⎪⎬⎪⎭
(4)

where 𝜎𝑆 (𝑗) and 𝜎𝑁 (𝑗) are the variances of 𝑆𝑗 and 𝑁𝑗 , respectively. The 
ratio of the likelihood for the 𝑗𝑡ℎ frequency bands is:

𝑗 ≜
Prob

(
𝑌𝑗 ∣𝐻1

)
Prob

(
𝑌𝑗 ∣𝐻0

) = 1
1 +𝔍𝑗

exp
{

𝛾𝑗𝔍𝑗

1 +𝔍𝑗

}
(5)

where 𝛾𝑗 ≜
|||𝑌𝑗 |||2 ∕𝜎𝑁 (𝑗) and 𝔍𝑗 ≜ 𝜎𝑆 (𝑗)∕𝜎𝑁 (𝑗) are called a posteriori and 

a priori for the signal-to-noise ratio (SNR), respectively (Reale et al., 
2011). The decision rule is derived from the geometric mean of likeli-

hood ratios for each frequency band, which is calculated as follows:

log = 1
𝑁

𝑁−1∑
𝑖=0

𝑙𝑜𝑔1

𝐻1
>

<

𝐻0

𝜂 (6)

Through the noise statistic estimation procedure, we consider that 
𝜎𝑁 (𝑗)’s are already known, and the unknown parameters, 𝔍𝑗 ’s need to 
be estimated.

The maximum likelihood (ML) estimator for 𝔍𝑗 can simply be ob-

tained using the following equation:

�̂�(ML)
𝑗

= 𝛾𝑗 − 1 (7)

By substituting (7) into (6) and after applying the likelihood ratio 
test (LRT) produces the Itakura–Saito distortion (ISD) based on the de-

cision rule (Sohn & Sung, 1998), as follows:

log ̂(ML)
𝑗

= 1
𝑚

𝑚−1∑
𝑖=0

[
𝛾𝑗 − log 𝛾𝑗 − 1

] 𝐻1
>

<

𝐻0

𝜂 (8)

The left-hand side of (8) cannot be less than zero, which is a well-

known characteristic of ISD and indicates that the likelihood ratio is 
skewed toward 𝐻1. We use the 𝐷𝐷 a priori SNR estimate technique 
(Ephraim & Malah, 1984) to mitigate this bias:

ℑ̂𝑗 (𝑚)(𝐷𝐷) = 𝛼
̂2
𝑗
(𝑚− 1)

𝜎𝑁 (𝑗,𝑚− 1)
+ (1 − 𝛼) Prob

[
𝛾𝑗 (𝑚) − 1

]
(9)

where 𝑚 is the frame-index and the 𝑃𝑟𝑜𝑏(𝑢) = 𝑢, if 𝑢≥0, otherwise, 
𝑃𝑟𝑜𝑏(𝑢) = 0 and 𝑗 (𝑚 − 1)’s are the previous frame signal amplitude es-

timates, in which the minimum mean square error (MMSE) estimator 
is used (Ephraim & Malah, 1984). The DD method in (9) delivers the 
priori SNR smoother estimates than the ML technique (Cappé, 1994), 
reducing the variability of predicted likelihood ratios throughout the 
noise-only periods.

4.3. Soft voting-based decision fusion method

The method used is the fusion method, which uses a soft voting 
strategy to merge practically diverse probability scores to get the final 
decision output. This strategy is recommended when the probability 
scores are well calibrated, and diverse (Karlos et al., 2020). The soft 
voting-based method classifies the class label based on the probabilities 
generated by several classification members. Different weights are ap-

plied to each classification member based on its importance using the 
equation given below:

𝑧 = argmax
𝑖

𝑛∑
𝑗=1

𝑤𝑗𝑝𝑖,𝑗 (10)

where 𝑤𝑗 is the weight of each classification member and 𝑝𝑖,𝑗 denotes 
the output probability score of the class label 𝑖 and the classifier 𝑗.
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Assume that the cheating classification task is formulated as a binary 
classification where the non-cheating class is labeled 0 and the cheat-

ing class is labeled 1. Furthermore, we assume that the probabilities of 
classification for an example are produced by three decision levels (𝐷1, 
𝐷2, 𝐷3) are given as:

𝐷1(𝑢) = [𝑝𝑟𝑜𝑏0,1, 𝑝𝑟𝑜𝑏1,1] (11)

𝐷2(𝑢) = [𝑝𝑟𝑜𝑏0,2, 𝑝𝑟𝑜𝑏1,2] (12)

𝐷3(𝑢) = [𝑝𝑟𝑜𝑏0,3, 𝑝𝑟𝑜𝑏1,3] (13)

In our case, 𝐷1 is the decision probability of front camera cheating 
detection, 𝐷2 is the decision probability of the back camera, and 𝐷3 is 
the decision probability of speech detection. By using different weights, 
the sum-up of probabilities with weights for the final decision can be 
calculated as follows:

𝑝𝑟𝑜𝑏(𝑙 = 0, 𝑢) =𝑤1𝑝0,1 +𝑤2𝑝0,2 +𝑤3𝑝0,3 (14)

𝑝𝑟𝑜𝑏(𝑙 = 1, 𝑢) =𝑤1𝑝1,1 +𝑤2𝑝1,2 +𝑤3𝑝1,3 (15)

𝑧 = argmax
𝑙
[𝑝𝑟𝑜𝑏(𝑙 = 0, 𝑢), 𝑝𝑟𝑜𝑏(𝑙 = 1, 𝑢)] (16)

The value of 𝑧 is the final decision output of the proposed soft voting 
decision fusion method.

5. Experiments and discussion

This section explains the experimental results and evaluates the pro-

posed approach on two datasets collected from a public database using 
several evaluation metrics to validate its applicability. The experiments 
have been carried out on a laptop with a 2.2 GHz Intel Core i7-8750 
processor, an 8 GB NVIDIA GEFORCE GTX display card, and 32 GB 
of RAM with a 64-bit Windows 10 operating system and used in the 
Python programming language through the KERAS library. The datasets 
and evaluation metrics with the results and discussion are given in the 
following subsections.

5.1. Datasets description

The datasets used in the experiments were collected from the pub-

lic online exam proctoring (OEP) database (Atoum et al., 2017). The 
OEP database videos and audio were collected using a webcam (front 
camera), a WearCam (back camera), and an integrated microphone. It 
has 24 individuals, and all are Michigan State University undergradu-

ates. Actors played 15 subjects who pretended to be doing the exam. 
They were instructed to engage in cheating activities throughout the 
session without being told what they should do or how they should do 
it. One concern with these individuals is that they exhibit potentially 
faked behaviors while acting. Therefore, nine students are requested 
to take a real exam and record their results to capture real-world exam 
conditions. These nine subjects from the 24 subjects are Subjects 10–16, 
Subject 18, and Subject 19. The proctor instigates cheating by convers-

ing, handing them a book, stepping up to the student, etc., knowing 
that they are unlikely to cheat in the capturing room of data collected. 
When these two subjects are combined, the database is enriched with 
various cheating strategies and an engaging sense of real tests. The au-

dio files that contained the audio information during the exam were 
named by the candidate’s username. Therefore, we use the username as 
the name of the audio (.wav) file. For training and testing the approach, 
two datasets of images (Front-Cam dataset and Back-Cam dataset) with 
audio are created from this database. The first dataset is for detecting 
cheating from the front camera video frames, and the second dataset 
is for detecting cheating from the back camera video frames. Because 
processing and annotating the extracted frames of videos need high 
processing power and is time-consuming, the video with audio files 
of 12 subjects (Subjects 1–5, Subjects 18–24) is selected. Then, the 
video frames are converted into images. After visualizing the images, 

Fig. 3. The number of images in the two datasets.

the keyframes are selected and annotated manually to create the two 
datasets. The number of images in the two datasets for non-cheating 
and cheating class labels is shown in Fig. 3. Some non-cheating and 
cheating samples taken from the datasets of images are shown in Fig. 4. 
We rename the audio files to have the ID of the subject. For example, 
the voice of subject 1 is “1.wav”. The time duration of the sounds in the 
selected audio files is different, and it ranges between 13.46 and 25.07. 
Of the 12 audio files, only audio files of subjects 18, 19, and 20 contain 
a speech during the exam.

5.2. Evaluation metrics

In this subsection, we give the performance evaluation metrics of 
the proposed approach, which are the accuracy, precision or Positive 
Predictive Value (PPV), recall or True Positive Rate (TPR), and False 
Positive Rate (FPR). These metrics can be calculated using the following 
equations.

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
(17)

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝑃𝑃𝑉 ) = 𝑇𝑃

𝑇𝑃 + 𝐹𝑃
(18)

𝑅𝑒𝑐𝑎𝑙𝑙(𝑇𝑃𝑅) = 𝑇𝑃

𝑇𝑃 + 𝐹𝑁
(19)

𝐹𝑎𝑙𝑠𝑒𝑃 𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑅𝑎𝑡𝑒(𝐹𝑃𝑅) = 𝐹𝑃

𝐹𝑃 + 𝑇𝑁
(20)

where TP indicates the true positives, the number of correctly detected. 
FP represents the false positives, the number of incorrectly detected. 
TN represents the true negatives, the number of correctly detected. FN 
represents the number of false-negative occurrences that are incorrectly 
detected. The precision is the ratio of true positives to the sum of true 
positives and false positives. The ratio of true positives to the sum of 
true positives and false negatives is known as recall (also known as 
sensitivity). The FPR is the error in binary classification wherein a clas-

sification result incorrectly indicates the presence of cheating when the 
cheating is not present.

5.3. Experimental results and discussion

In the experiments, the hyper-parameters of the deep CNN model are 
initialized to their best values. Choosing the best hyper-parameter value 
in deep learning is a difficult task. As a result, we begin with a wide 
range of values and then narrow it down based on the validation results. 
The RMSprop optimizer was chosen to optimize the training process for 
the two models because it is a fast and widely used optimizer. The 
RMSprop optimizer’s learning rate and rho parameters are left at their 
default values. The first fully connected dense hidden layer contains 500 
neurons, while the second fully connected dense output layer contains 
one neuron to give a binary output with a probability score. A value 
of 0.5 is also set for the dropout ratio. The convolutional layers’ kernel 
size is set to two, with a maximum pooling size of two, and the number 
of epochs is set to 30 for training the model.
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Fig. 4. Some samples taken from the OEP database videos [5]: (a)-(h) are for non-cheating class captured from front and back camera videos; (i)-(p) are for cheating 
class captured from front and back camera videos.

Two types of evaluation analysis have been performed to evalu-

ate the flexibility of the proposed approach: evaluation with 30% of 
datasets for testing and evaluation with 40% of datasets for testing. 
In the first type, the datasets are divided into 50% for training, 20% 
for validation, and 30% for testing. For the second evaluation type, the 
models are trained on 40% of the datasets, validated on 20%, and tested 
on 40%. After that, the accuracy and other evaluation metrics are calcu-

lated. The number of instances in the training, validation, and test sets 
of the first evaluation type is 22405, 5602, and 12003 images. Also, the 
number of instances in the training, validation, and test sets of the sec-

ond evaluation type is 19204, 4802, and 16004 images, respectively. 
By using these evaluation types and the evaluation of speech detection, 
the experimental results are divided into three groups in the following 
subsections:

5.3.1. Results on front and back camera-based cheating detection

The front camera-based cheating detection module results are pre-

sented in the following tables and figures. Fig. 5 shows the accuracy, 
loss of training, and validation sets resulting from the deep CNN mod-

els trained on 50% and validated on 20% of the datasets during training 
epochs. Figs. 5 (a) and (b) are the accuracy and loss for training and val-

idation of the front camera model. Similarly, Figs. 5 (c) and (d) are for 
the back camera evaluation model.

Fig. 5 shows the stability of the training process of the developed 
model in which the values of accuracy are high, and the values of loss 
are small. In addition, there is no gap between the training and vali-

dation accuracy. This means that there is no overfitting in training the 
model.

Fig. 6 shows the confusion matrices of classified test sets obtained 
from the deep CNN model. Figs. 6 (a) and (b) are the confusion matrices 
for testing the deep CNN model of the front camera experiment on 30% 
test set size and 40% test set size. Similarly, Figs. 6 (c) and (d) show the 
confusion matrices for testing the model of the back camera experiment 
on 30% test set size and 40% test set size.

Confusion matrices provide a complete view of how the models 
are performing. They allow the computing of the other classification 
measures, which can guide model selection. According to these con-

fusion matrices in Fig. 6, the accuracy rate reached by the developed 
lightweight deep CNN model is 99.83% for the front camera experi-

ment on 30% test set size, and the accuracy rate achieved on 40% test 
set size is 99.81%. Furthermore, for the back camera experiment on 
30% test set size and 40% test set size, the accuracy rates are 98.78% 
and 98.78%, respectively.

Tables 1 to 4 list the results of other evaluation metrics on the test 
sets. The proposed models achieve high recall, precision, and accuracy 
for the front and back-based modules. In addition, the models have low 
values of FPR (error in binary classification) for both non-cheating and 
cheating labels. Moreover, the developed models can effectively detect 
the subject-independent test images, which are not in the validation 
and training sets. These experimental results show the effectiveness and 
applicability of developed deep CNN models for building the proposed 
approach.

5.3.2. Results on speech-based cheating detection

In order to evaluate the utility of the speech-based cheating detec-

tion module, classification rates are computed for each subject audio 
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Fig. 5. Training progress of developed deep CNN model: (a) and (b) accuracy and loss for training and validation of front camera model; (c) and (d) accuracy and 
loss for training and validation of back camera model.

Table 1

Experimental evaluation results of deep CNN model for front camera experi-

ment on 30% test set size.

Class Name Recall Precision False Positive Rate

Non-Cheating 0.9973 0.9992 0.001

Cheating 0.9992 0.9974 0.003

Accuracy 99.83%

Table 2

Experimental evaluation results of deep CNN model for front camera experi-

ment on 40% test set size.

Class Name Recall Precision False Positive Rate

Non-Cheating 0.9982 0.9979 0.002

Cheating 0.9979 0.9983 0.002

Accuracy 99.81%

Table 3

Experimental evaluation results of deep CNN model for back camera experiment 
on 30% test set size.

Class Name Recall Precision False Positive Rate

Non-Cheating 0.9955 0.9803 0.02

Cheating 0.9803 0.9955 0.005

Accuracy 98.78%

file in the collected dataset (Subjects 1–5, Subjects 18–24) using the de-

cision rule published by Sohn et al. (1999). The classification results of 
speech detection for the mentioned subjects are shown in Figs. 7 and 8.

Table 4

Experimental evaluation results of deep CNN model for back camera experiment 
on 40% test set size.

Class Name Recall Precision False Positive Rate

Non-Cheating 0.9911 0.9844 0.015

Cheating 0.9845 0.9911 0.009

Accuracy 98.78%

As shown in Fig. 7, there is no speech for subjects 1–5 rather than 
background noise, and the method detects that there is no speech and 
maintains the outputs as a vector of zeros. In Fig. 8, it is obvious that 
the speech module method can detect a speech during the exam in the 
recorded audio files of subjects 18, 19, and 20, and there is no speech for 
subjects 21–24. The method gives one output for the portions or chunks 
of voice that contain speech. There are three files of the 12 subjects 
on the audio files containing a speech, and nine files do not contain a 
speech. Effectively and correctly, the method detects all of them with 
100% accuracy (i.e., “accuracy” = (3+9)/12).

5.3.3. Computational cost

In this section, the computational cost of the proposed approach is 
computed to confirm its applicability for real-time cheating detection 
in the online exam. The average detection time of the Deep CNN and 
speech cheating detection models during the experiments is presented 
in Table 5 to show how long they take to detect an unknown sample and 
a speech in the second time window. Consequently, it shows that the 
two models have a small computational cost that makes them efficient 
for online exam real-time cheating detection systems.
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Fig. 6. Confusion matrices of the developed deep CNN model: (a) and (b) are the confusion matrices for testing the model of the front camera experiment on 30% 
test set size and 40% test set size; (c) and (d) are the confusion matrices for testing the model of the back camera experiment on 30% test set size and 40% test set 
size.

Table 5

Average time of the two models for detecting one sample image 
and a second of voice.

Method Detection Time in Second

Deep CNN-based Cheating 0.028

Detection per Sample

Speech-based Cheating 0.082

Detection per Second of Voice

5.3.4. Comparison of accuracy results

To validate the effectiveness of obtained results, we compared the 
proposed approach with the current state-of-art methods. Table 6 illus-

trates the accuracy of this work against the accuracies of related studies 
in Jalali and Noorbehbahani (2017), Masud et al. (2022).

Table 6 shows that the accuracy of the developed approach for de-

tecting cheating and non-cheating classes is 99.83%, which is higher 
than the accuracy achieved by the proposed methods in Jalali and Noor-

behbahani (2017), Masud et al. (2022). The comparison demonstrates 
the effectiveness of the proposed approach and confirms that it outper-

forms the current state-of-the-art methods.

In Jalali and Noorbehbahani (2017), the average accuracy score 
across ten students is 78%. However, this work lacks a module to an-

alyze students’ sounds during the exam. In Masud et al. (2022), the 
authors transformed each video into a multivariate time series repre-

senting the time-varying event data. Although the accuracy is 97.7%, 
the multivariate time series requires a large data sample; If a large sam-

ple is not used, the method’s results will be meaningless due to high 

Table 6

The accuracy of the proposed approach against the 
current state-of-art methods.

Reference Accuracy

Jalali and Noorbehbahani (2017) 78%

Masud et al. (2022) 97.7%

This Work 99.83%

standard errors. Moreover, multivariate features are complex and re-

quire high-level mathematical calculations.

6. Conclusion and future work

In this research, a combination of computer vision methods and deep 
learning models were used to detect cheating in an online exam, with 
constructive results. However, an effective and lightweight detection 
approach for cheating detection is still needed, as it is a powerful and 
practical training module. This paper proposed a lightweight approach 
for real-time cheating detection based on deep CNN and Gaussian-based 
DFT statistical methods with decision fusion. The approach mainly con-

sists of three detection modules that give cheating probabilities scores 
and fuse them using a soft voting technique. Extensive experiments on a 
publicly large-scale database were conducted to evaluate the proposed 
approach based on several evaluation metrics. Two types of evaluation 
analysis have been performed: evaluation with 30% of datasets for test-

ing and evaluation with 40% of datasets for testing. In the first type, 
the datasets are divided into 50% for training, 20% for validation, and 
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Fig. 7. Speech detection of subjects 1-5: (a)-(e) time signal of audio files; and (f)-(j) detection outputs through the whole of each audio file.

Fig. 8. Speech detection of subjects 18-24: (a)-(f) time signal of audio files; and (g)-(l) detection outputs through the whole of each audio file.



Intelligent Systems with Applications 16 (2022) 200153

11

S. Kaddoura and A. Gumaei

30% for testing. For the second evaluation type, the models are trained 
on 40% of the datasets, validated on 20%, and tested on 40%. The ac-

curacy rates achieved by the developed front camera deep CNN model 
are 99.83% and 99.81% on 30% test set size and 40% test set size. Fur-

thermore, the accuracy rates for the back camera deep CNN model are 
98.78% and 98.78% on 30% test set size and 40% test set size, respec-

tively. The computational costs of the proposed approach’s methods are 
0.028 seconds for detecting one sample image and 0.082 seconds for 
detecting speech in a second of voice. The findings and experiments 
confirm the applicability and effectiveness of the proposed approach 
for real-time cheating detection in the online exam. For future work, 
we will perform an empirical study on large recorded datasets and pa-

rameters with different types of cheating behaviors.
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