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Abstract: This paper presents a comprehensive systematic review of personalized learning software
systems. All the systems under review are designed to aid educational stakeholders by personalizing
one or more facets of the learning process. This is achieved by exploring and analyzing the common
architectural attributes among personalized learning software systems. A literature-driven taxonomy
is recognized and built to categorize and analyze the reviewed literature. Relevant papers are filtered
to produce a final set of full systems to be reviewed and analyzed. In this meta-review, a set of
72 selected personalized learning software systems have been reviewed and categorized based on
the proposed personalized learning taxonomy. The proposed taxonomy outlines the three main
architectural components of any personalized learning software system: learning environment,
learner model, and content. It further defines the different realizations and attributions of each
component. Surveyed systems have been analyzed under the proposed taxonomy according to their
architectural components, usage, strengths, and weaknesses. Then, the role of these systems in the
development of the field of personalized learning systems is discussed. This review sheds light on
the field’s current challenges that need to be resolved in the upcoming years.

Keywords: personalized learning software systems; learner models; learning content; learning
environments; taxonomy; glossary; personalized learning software systems architecture

1. Introduction

The human brain comprehends and perceives concepts uniquely. However, teaching
has invariably followed a one-size-fits-all approach. Educators conventionally follow a
learning model called the cohort-based model, which is characterized by relatively large
numbers of students moving through the same curriculum at the same rate [1]. A significant
disadvantage of the cohort-based method is that individual learning needs can never be
fully addressed, compromising the effectiveness and efficiency of education [1]. Therefore,
considerable efforts have been directed toward personalizing the educational process.
However, personalized learning could never occur at scale without leveraging advanced
technologies [2]. To this end, researchers, schools, academic institutions, and training
centers interested in personalized learning have innovated various personalized learning
software systems.

Personalized learning software systems vary in environments, content, and learner
models, and these high-level variations represent personalized learning software systems’
three main architectural components. These architectural components are not only diverse
in parts, but are also characterized by different features across several dimensions, provid-
ing a broad range of perceptions with unparalleled attributions. A sound comprehension
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of these architectural components and their attributions is necessary to successfully design
and implement the personalized learning software system. Several research works have
discussed and reviewed these components and their features. However, the reported
reviews lack comprehensiveness. For instance, existing studies in the field of personalized
learning software systems focus on a specific type of learning, such as language learning [3]
and scientific learning [4], or focus on one particular element of personalized learning
software systems, such as user models [5,6], learning content [7] or assessment [8,9]. In
other words, the current studies neglect the overall architectural view of personalized
learning systems and either focus on pedagogical aspects or address one architectural
component (e.g., environment, learner model, or learning content). Therefore, this survey
proposes a comprehensive literature-driven taxonomy of personalized learning software
systems composed of three main architectural components: environment, learner model,
and content. Each architectural component encompasses subcomponents and details each
part’s various realizations and attributions.

For instance, the learning environment can be characterized by different learning
processes [10,11], which in turn require different interaction models (e.g., game-based [12],
e-learning [13]) and software technologies (e.g., hypermedia [14], mobile [15]) to support
them. Similarly, learning contents and user models implemented in personalized learning
software systems can be realized using different data and knowledge formalisms (e.g.,
structured databases [16], Learning Objects [17]), and require different modeling and
profiling techniques (e.g., stereotyping [18], machine learning-based [19]).

This paper conducts a comprehensive review of the literature against the derived
taxonomy following a systematic and literature-coding approach. The systematic review
process starts by collecting scientific papers from various research databases, and the re-
trieved articles are then coded and classified for review. Only relevant articles that describe
complete systems were run through extensive sessions for further analysis and compar-
ison. Finally, classification results were shared with both educational and technological
experts in the field for validation. This systematic review aims to address the following
research questions:

• Are there any common architectural attributes shared among personalized learning
software systems?

• What are the sub-categories of the major architectural components in personalized
learning software systems, and what are their possible realizations?

By answering these questions, this study aims to provide a comprehensive under-
standing and analysis of the existing systems, with the overreaching aim of providing
comprehensive guidelines for researchers and practitioners in the design and development
of personalized learning software systems.

This survey paper is structured as follows:

• Section 2 defines the glossary and explores and discusses the proposed taxonomy of
personalized software systems.

• Section 3 reviews and analyzes the different software system environments, content,
and learner models, highlighting the drawbacks and strengths of each type and
discussing challenges.

2. Methodology

This section explains the personalized learning glossary as well as the review and
taxonomy-building methodology.

2.1. Personalized Learning Glossary

As stated by the United States Department of Education, personalization of learning
happens when “Instruction is paced to learner’s needs, tailored to learner’s preferences,
and tailored to the specific interests of different learners [20]”. This definition leaves ample
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room for interpretations [21]. This section offers, with a specific focus on the technological
context, an overview of related definitions and exemplifications of learning personalization.

First, to clear assumptions regarding systems designed for learning personalization,
we begin with the most precise definition found in the literature of the term “learning
personalization” pertaining to software systems. Adapted from Wang’s [22] explanation,
we define a personalized learning experience, in the context of software use, as a sequence
of efforts by a user, i.e., a learner, to access a learning resource(s). According to this
definition, a learning resource is any resource intended for learning within a software
environment. It includes online courses, electronic books, digital instructions, online exams,
and learning exercises, among other things. Software environments, in turn, may take
the form of “a hypermedia environment, game environment or specialized simulated
training environment, etc. [23]”. Henceforth, personalized learning software systems
can be defined as “systems that adapt the access to digital learning content within a
computerized environment to a digital user model”. A digital user model represents a
given learner’s individual learning needs, preferences, interests, and learning pace. Rather
than treating each of these constraints separately, the user model, i.e., the learner model, is
a comprehensive representation designed to effectively inform the learning personalization
process towards achieving an optimal learning experience.

Table 1 contains a set of terms pertinent to this research as a lexicon of learning
personalization software systems.

Table 1. Glossary of learning personalization software systems.

Term Definition

Learning Experience Series of actions undertaken by an individual learner to gain access to digital
learning content in a computerized learning environment [24].

Software Learning
Environment

A software application through which learners may access learning resources,
characterized by hypermedia, games, specialized training, etc. [25].

Learning Resource

Digital representations of informational/educational material intended for use in a
computerized learning environment, such as online courses, electronic books,
digital instructions, online exams, gaming missions, etc. A digital learning
resource may assume several digital formalisms, and it can be either factual data
or rich knowledge. These can be stored in unstructured text files, relational
databases, semi-structured databases, or knowledge graphs [26].

User Model
A computational software model that accounts for the individual learning needs,
preferences, interests, and learning pace of a user, i.e., a learner, by way of a
computational profiling mechanism [27].

Personalized Learning Software System A software system that implements applications through which learners can access
educational content that reflects their computational user model [28].

2.2. Review and Taxonomy Building Methodology

Due to the continuous expansion and advancements in the field of computer-aided
learning, the number of personalized learning software systems in the literature has grown
exponentially. This has led to increasing complexity concerning analyzing and classifying
these systems into distinct categories of interrelated works. Hence, we derived a taxonomy
from related literature to organize and analyze the personalized learning software systems.

The proposed taxonomy is derived from the reviewed literature; the reviewed liter-
ature is coded based on relevance to the research questions. The process of coding the
literature [29] was followed to build and recognize the proposed taxonomy as depicted
in Figure 1. After defining the scope and research questions of this work, the literature
was manually encoded into three categories that represent the three main architectural
components, namely, Environment (E), Content (C), and Learner models (L). The analysis
was restricted to papers that addressed all three components, proposing a full system.
In the first round, each of the reviewed articles was assigned a code based on its main
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contribution to one of the three architectural components. In the second round, different
realizations were extracted, which represent sub-categories of each of the main components.
The concepts were then organized to recognize and build a comprehensive taxonomy. The
taxonomy was iteratively validated to ensure its comprehensiveness and to mitigate any
potential risk of overlooking any critical realizations or concepts.
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Figure 1. Taxonomy recognition and building process.

Figure 2 depicts the proposed taxonomy, which is organized around the central con-
cepts in our glossary. In this taxonomy, we focus on features aiding the software design
of personalized learning systems. Therefore, our decomposition of these systems focuses
mainly on architectural components and elements that can be used to design and imple-
ment these software systems. The taxonomy decomposes personalized learning software
systems into three main components: the learning environment, the content, and the learner
model. Each component is further characterized by a number of features across different
dimensions, which can be realized using various software elements and formalisms. For
instance, personalized learning software systems’ environments can be characterized across
three main dimensions relating to the learning process, the interaction model defined in the
environment, and the software technology supported in the environment. Every feature
in each dimension offers opportunities for a different personalized learning experience
and poses some challenges. Figure 2 presents our complete taxonomy of personalized
learning software systems. In subsequent sections, we introduce a comprehensive and
critical review of the literature against this taxonomy.
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The authors of this work have adopted a systematic approach to reviewing related
research works against the proposed taxonomy. The systematic review process starts with
(1) collecting scientific resources such as journal articles, book chapters, and conference
proceedings from several research paper databases. Seven digital databases were consid-
ered for this step: (i) Scopus; (ii) Google Scholar; (iii) Emerald Insight; (iv) ScienceDirect;
(v) Sage; (vi) Springer; and (vii) IEEE. The first database selected was ScienceDirect. Subse-
quently, additional databases were successively searched to find new articles. The retrieved
articles span a time period that ranges from 2000 until 2022. Several variations of these
terms—“personalized learning system”, “personalized e-Learning system”, “game-based
personalized learning”, “personalized training system”, “personalized simulation training”,
“adaptive learning system”, “personalized learning using concept maps”, “personalized
learning using learning objects”, and “personalized book/research paper recommender
system”—were used to find relevant research articles. Nonetheless, this survey also in-
cludes several papers collected by forward and backward referencing. The initial search
yielded 200 articles across all databases combined by the forward and backward processes.
In the subsequent stage, (2) articles were sorted for evaluation based on inclusion and
exclusion criteria, which included rearranging the taxonomy, eliminating duplicates, and
removing non-system-based solutions. The articles were individually screened in-depth,
and those not related to personalized learning or not describing a full system were excluded.
After eliminating irrelevant papers, 72 total articles were collected. Subsequent steps in-
cluded (3) conducting intensive sessions to categorize and group these systems based on
the proposed taxonomy and (4) discussing and confirming the classification findings with
educational and technology specialists in the area. A summary of this process is presented
in Figure 3.Educ. Sci. 2023, 13, x FOR PEER REVIEW 6 of 23 
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3. Software Learning Environments

Given the wide variety of types of computing, numerous terms have been used inter-
changeably to reference digital learning environments. Terms include “e-learning, online
learning, mobile learning, game-based learning, virtual learning environments, and tutor-
ing systems [23]”. Mainly, learning environments vary depending on the standpoint from
which they are addressed. As such, digital learning environments can be characterized by
the used technology, the interaction paradigm, or the learning strategy implemented in that
digital learning environment. For instance, the term ‘mobile learning system’ may refer to
any form of a digital learning system that uses mobile technology, such as a smartphone or
tablet. Mobile learning systems can employ gamification and edutainment as an interaction
model [10,30–35], or they can employ specialized training interaction models [11]. An
e-learning system, by contrast, is a digital learning system that leverages the features of
web technologies. It can employ several interaction models and adopt various learning
strategies. For instance, it can adopt formal learning in online courses or informal learning
in online educational games. On the other hand, a tutoring system is a digital learning sys-
tem that implements one-on-one formal instruction and assessments in a way that imitates
human tutors, whether as part of e-learning or a game-based learning environment.

The technology used in the implementation and the relevant interaction model led
to different classifications of learning systems as well as variable attributes and features
informing the design of personalized learning software systems. For instance, mobile
technology supports context-related data such as location [36,37]. On the other hand,
access patterns from web logs [35,38] provide rich information characterizing web users’
behavior that is vital in modeling learners’ preferences and progress. Moreover, game-
based learning environments provide rich and valuable modeling of learner skills and
preferences [39]. Consequently, gaming quests can be adapted to the learner’s observed
skill level and ability through interacting with the game elements [32]. Some theories are
used in the field of personalized learning to accomplish this adaptation. For example, the
Felder–Silverman questionnaire for Learning Models [10] may be used for this purpose.
Search and Exploration Models [23,40–44], conversely, allow for the tracking of online
connections within social media websites, user-generated tags, and ratings, as well as word
correlation factors [13] towards the generation of personalized learning recommendations.
For example, book recommendations are tailored to an individual user’s demonstrated
interests. Henceforth, understanding the different attributes of personalized learning
software environments, their strengths, and their drawbacks support the well-informed
adoption, evaluation, and design of these systems in different contexts.

Table 2 presents a summary and comparison of the research works according to the
software environment used that is relevant to the personalized learning software systems
taxonomy presented in Figure 1. Table 2 highlights the drawbacks and strengths of each
category of the discussed features. The drawbacks and strengths are based on the common
or most prevalent scenarios for each of the system types that contribute to a certain feature.
For instance, when evaluating the strengths and drawbacks of formal and informal learning
processes, the most dominant difference is the flexibility and autonomy of the process.
Formal learning processes are based on one-size-fits-all, which limits their autonomy
and flexibility. On the other hand, informal processes provide higher autonomy and
flexibility, allowing for better personalization. However, this leads to additional challenges
and difficulties in performance assessment. These points, along with other points, are
highlighted and summarized in the corresponding columns of the table, and the same
applies to the rest of the analysis dimensions.
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Table 2. Summary of software environments used for personalized learning systems in the literature.

Dimension/
Features Selected Papers Drawbacks Strengths

Le
ar

ni
ng

Pr
oc

es
s

Fo
rm

al [10,12,14–19,30–34,37–
39,45–75]

Limited user autonomy Easy efficacy assessment
Easy implementation of

learning content

Lack of flexibility Full governance
Rest on sound and scientific

learning theories

In
fo

rm
al

[11,13,23,35,40–44,76–90]
Difficult efficacy assessment Flexible

Does not always rest on sound
learning theories Higher autonomy

In
te

ra
ct

io
n

M
od

el

G
am

e-
ba

se
d

Le
ar

ni
ng

[10,30–35,91]

Difficult to design
Difficult to implement

Restricted content quantity
Sometimes requires

sophisticated technology

Highly entertaining
Immersive
Motivating

e-
Le

ar
ni

ng [12,14–19,37,38,45–47,49–
52,54–56,58–60,63–

66,68,70–74,92]

Less engaging
Less motivating

Easy to implement
Minimum technological

support requirements

Sp
ec

ia
liz

ed
Tr

ai
ni

ng

[11]

High technical complexity
Limited content

Difficult design and
implementation

Serve highly
specialized context

Highest level of customization

In
fo

rm
at

io
n

Se
ar

ch
an

d
Ex

pl
or

at
io

n
(b

lo
gs

,w
ik

is
)

[13,23,40–44,77–79,81,84–
87,90]

Uncontrolled
Hard to filter misinformation

Hard to profile users’ attributes

Flexible
Convenient

Diversity

So
ft

w
ar

e
Te

ch
no

lo
gy M

ob
ile [19,36,37,51,52,54,62]

(including PC and other
PDA)

Technical complexity
Compatibility
Traceability

Convenient
Ubiquitous

Contextual features (e.g.,
location, time, weather, etc.)

H
yp

er
m

ed
ia

[10,12–18,23,30,31,33,34,40–
47,49,50,55,56,58–60,63–

66,68,70–74,92]

Less interactive features
Less engaging

Device limitations (e.g., mobile)

Flexible navigational models
Easy design and
implementation

Minimum adaptability issues

Si
m

ul
at

io
n

Tr
ai

ni
ng

[11,35,38] Technical complexity
Require special expertise Immersive

Table 3 explains the various types of software learning environments that are reviewed
in the literature. The table categorizes the types based on three main perspectives, namely,
the learning process, interaction mode, and technology used.



Educ. Sci. 2023, 13, 741 8 of 21

Table 3. Explanation of different types of software learning environments.

Perspective
Software
Learning

Environment
Definition

Le
ar

ni
ng

Pr
oc

es
s

Formal

Mimics the type of learning carried out at formal educational institutions by
providing well-defined learning content associated with a curriculum and
learning outcomes and evaluates through formal assessments. It can lead to a
qualification or be part of a formal educational system. For example, tutoring
systems and online courses.

Informal

Offers learning content or activities that are not necessarily aligned with a
curriculum and do not lead to a qualification. Assessment is usually not
carried out. For example, online games, information wikis, and
professional blogs.

In
te

ra
ct

io
n

Game-based Learning A method of instruction in which students examine essential aspects of games
in a teacher-designed learning environment.

e-Learning
e-Learning is the use of web technology to gain access to educational material
outside of the conventional classroom. Typically, it refers to a course, program,
or degree that is given entirely online.

Specialized
Training

A form of training that puts the learning in a virtual environment mimicking
real-life situations through which they can acquire new skills.

Information Search and
Exploration

Search for information on information wikis, blogs, forums, books, and
research papers databases.

Te
ch

no
lo

gy

Mobile
In the context of this paper, mobile technology refers to the use of native
mobile applications on mobile devices that support mobility in the mode of
access. Hence, the use of the mobile device’s capabilities, such as sensors.

Hypermedia
Hypermedia, an extension of the word hypertext, is a nonlinear information
medium consisting of images, audio, video, plain text, and hyperlinks.
Hypermedia is exemplified by the World Wide Web (WWW).

Simulation
Simulation training is used to teach learners the necessary skills for the actual
world. It offers a realistic learning experience at the point of care and has been
extensively used in aviation, the military, and healthcare industries.

3.1. Formal Learning Software Systems

Several research studies in Computer-assisted Learning emphasize the importance
of embracing pedagogical designs related to learning theories and instructional design
approaches to guarantee efficacious learning. For instance, the Felder–Silverman Learning
Style Model (FSLSM) in [57,67,69], the pre-test of multiple-choice questions in [57], and
the Myers–Briggs Type Indicator (MBTI) questionnaire in [67] were adopted in several
personalized learning software systems. According to these assumptions, formal learning
software systems were established, attempting to model learning processes and activities
similar to the ones carried out in a classroom [10,12,14–19,30–34,37,39,45–47,49–52,54–56,58–
60,63–66,68,70–74,92]. In such cases, the learning software system implements well-defined
learning content, learning outcomes, and assessment measures [42,57,76].

Most formal learning systems attempt to model the human tutor and are called tu-
toring systems [39,71]. Tutoring systems are implemented using different technologies,
e.g., mobile technologies for language learning systems [19,37,51] context-aware technolo-
gies for ubiquitous learning [52,54,62], web technologies that include intelligent tutors
and e-Learning systems [12,14–18,45,49,53,55,59,60,63–66,70,73,74,92], and semantic web
technologies [10,30–34,46,47,56,58,68,71,72]. Tutoring systems are designed with variable
interaction models, e.g., game-based tutoring systems [30,31,33,34], including game-based
systems for children with learning disabilities [32] and vocabulary learning [10,61], on-
line courses for English language learning [36,37,50,51,60,64] as well as online courses on
mathematical concepts [63], e-training on computer use [14,17,18,55,59,65,66,74], healthcare
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human resource management [12,15,19,45,49,52,54,70,73,92], virtual hands-on labs [38],
courses for children with special needs [46,56,72], computer network design [47,58,68,71],
and many others. In these formal learning systems, personalization is accomplished mainly
by modeling skill level, i.e., mapping learning content suitable to the learner’s skill level
based on predefined assessment measures. Additionally, some research efforts have focused
on modeling learning styles, providing more sophisticated cognitive personalization that
maps suitable representations of content and types of activities suited to an individual’s
learning style [48,68].

All the aforementioned learning systems are constrained by specific content, learning
outcomes, and assessment measures, making them suitable for only specific domains such
as specific subject matters, specific professional training programs, specific curricula, or spe-
cific groups of learners, such as elementary students, high school students, or professional
workers. Furthermore, learners are expected to be interested in the predefined content,
given that they are using these systems to learn a specific subject, earn a particular qualifica-
tion, or master a certain competency. However, there are cases where learners are interested
in multiple different topics or have just started to experience new interests while learning
about a specific subject. Using predefined content, instructions and assessment measures
may ensure mastery of a subject matter but hinder additivity and limit personalization to
learners’ changing needs and interests in the general context. As a result, informal learning
systems were introduced to support formal learning systems and give more flexibility and
freedom to learners.

3.2. Informal Learning Software Systems

Informal learning is self-directed, curriculum-less, and does not lead to official certifica-
tions [83]. This form of learning is sometimes used to support formal learning activities. For
example, e-Learning recommender systems [76] and WebQuests [80] are used to support
formal learning.

Beyond its supportive function, informal learning systems allow learners to choose
what they need to learn anywhere and anytime, not restricted to predefined curriculum
or assessment measures. This type of learning mimics the natural process of knowledge
acquisition in human beings. We explore, observe, acquire, and continue accumulating
knowledge in certain areas of interest following learning methods that suit us the most.
One typical example of informal learning environments is knowledge sharing systems
used in some companies to promote cooperation and knowledge sharing among colleagues
in the workplace [89]. Studies on informal education show that approximately 90% of
people participate in hundreds of hours of informal learning [82]. Moreover, up to 70% of
workplace learning is informal [88].

Additionally, recent studies have investigated informal learning on different platforms,
including social media and knowledge-sharing wikis. For instance, some research studies
explored different forms of content recommendations via keyword extraction, book tags,
social media friendships, or word correlation [13,23,40–44,78,81,86,87]. Other studies fo-
cused on workplace training [79], or specialized training for school and university students
or professional workers. For instance, the shaped-based framework was designed for
automatic skill assessment and personalized surgical training with minimum parameter
tuning in [90].

Informal learning can be considered the most comprehensive type of learning as it
covers all types of knowledge and is open to all learners. In such contexts, the main drivers
of learning are need and interest. As such, specific user models are required to adapt
learning resources for this form of learning, focusing on learner’s attributes other than skill
and learning pace, which are considered prominent in formal learning environments.

Figure 4 illustrates the distribution of the obtained articles based on the software envi-
ronments’ features, as described in the personalized learning software systems taxonomy.
As observed in the bar graph in Figure 3, most of the literature focused on the formal
learning process; the number of articles describing formal learning systems twice exceeded
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those describing informal learning systems. Moreover, the literature describing e-Learning
interaction models formed approximately 58% of the models, exceeding the total of all
other interaction models. Furthermore, hypermedia was the focus of the vast majority of
the literature describing software environments. Roughly 79% of the software technologies
used in personalized learning systems were implemented using hypermedia technologies.
These observations highlight future opportunities in interaction models and technologies
not well represented in the literature to model personalized learning systems. In addition,
it invites more attention toward informal learning systems.
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3.2.1. Learning Resources

Software systems designed for personalized learning implement a variety of learning
resources. Learning resources consist of online courses, electronic books, digital instruc-
tions, online exams, and computerized learning exercises, to name a few. Several research
works exemplify structured representations of learning content, e.g., structured databases.
For instance, structured databases have been implemented in personalized learning systems
for language learning and literacy [37], language learning for children with disabilities [32],
general vocabulary learning [10,19,54], science and lab work [38], and engineering top-
ics [31,37,68,72,76,93,94]. Structured representation of learning resources enables common
database retrieval operations that consider specific conditions or constraints [37,94]. In
addition, structured data permit direct conversion into feature vectors, facilitating data
mining-based classification [94], clustering [95], and regression models [32] used in intelli-
gent personalized learning systems.

In addition to structured data representation, several studies have included sophis-
ticated knowledge representations such as (i) Learning Objects [59] that support several
personalized learning applications, such as e-course generation and recommendation
systems [12,15,73], planning personalized learning paths in context-aware ubiquitous envi-
ronments [54,56], personalized search and delivery of learning objects to learners [47,58],
as well as automatic personalized recommendations for e-learners [96]; (ii) ontologies [66],
supporting a wide range of personalized learning applications such as ontology-based
adaptive, personalized and disability-aware e-learning systems [14,65], personalized health-
care human resource management [16,45], personalized learning material for children with
special needs [46], and computer network design courses [71,97], or more recently (iii)
Linked Open Data (LOD) [30,74], including ones that support content-based recommender
systems [98]. Chiappe defined Learning Objects as: “A digital self-contained and reusable
entity, with a clear educational purpose, with at least three internal and editable compo-
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nents: content, learning activities and context elements. The learning objects must have
an external information structure to facilitate their identification, storage, and retrieval:
the metadata [99].” Ontologies are formal representations of taxonomies and concepts,
fundamentally describing the structure of knowledge for different domains in such a way
that nouns denote classes of objects and verbs denote relations among objects. The semantics of
these learning resource formalisms support different functionalities that are not supported
in structured data representations. These knowledge representations support knowledge
inference rules through which knowledge mining tools can reveal deep insights into the
learner’s knowledge. In addition, given that these knowledge formalisms are highly formal,
they allow for knowledge reusability in different contexts. Despite the many advantages of
such knowledge representations, they suffer from certain limitations, primarily domain
dependency and development cost.

At the same time, unstructured text is widely used on the web, most typically in blogs,
wikis, forums, and social media websites. Such unstructured data representations are also
found in mobile device systems and simulation training [11,37,51]; hypermedia and e-
Learning models [13,17,18,50,55,60,63,64,92] that include language teaching [19,52,70] and
game-based systems [31,32,38] that include game-based systems for physical education [35];
web search systems [42]; personalized recommendation systems for research papers and
books [40,41,43,44], wikis and collaborative learning systems for higher education [90],
blog-based systems [100,101] and feedback systems [102,103]. Research findings indicate
that processing and analyzing unstructured text has several intrinsic challenges. In the first
place, in contrast to structured data, unstructured text lacks well-defined values. Second,
the same word may be employed in various ways with unstructured text, each indicating a
distinct meaning, i.e., polysemous terms. Multiple words, i.e., synonyms, may have the
same meaning, generating redundancies and inconsistency.

In summary, Table 4 classifies the primary learning content types and representa-
tions used in personalized learning software systems and highlights the strengths and
weaknesses of each.

Table 4. Summary of learning content representations used in personalized learning software systems
in the literature.

Dimension Features Selected Papers Drawbacks Strengths

Structured
Data

Relational DB
XML-based

[10,19,23,32,37,38,54,68,
72,93,94]

Constraint-driven
common database

operations
Easy conversion into

features’ vectors
representation

Restricted storage options
Limited contextual

information

Unstructured
Data

Text/
images/
videos

[11,17,18,32,34,35,42,
50–52,55,60,63,64,70,90,

92,100,101,103]

High availability
Convenient data

storage
Versatility

Rich context

Absence of predefined features
with well-defined values

Inconsistency due to synonymy
and polysemy

Computational complexity
Books and Research

Papers
[13,19,31,32,37,40,41,43,

44,52]

Knowledge

Ontology [14,16,40,59,60,65,91]
Knowledge reusability
due to the well-defined

concepts and
relationships
Rich context

Learning
Objects (LO)

[12,15,47,54,56,58,59,73,
96]

Domain dependency
Development cost

Computational complexity

Linked Open Data
(LOD) [30,74,98]

Figure 5 illustrates the distribution of the reviewed articles based on the learning
content dimensions and features described in the personalized learning software systems
taxonomy. As observed in the bar graph in Figure 4, most of the data representations in the
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literature were unstructured data. Approximately 67% of this unstructured data was in the
form of text, images, and video representations. In addition, Knowledge representations
covered in the literature mainly were Ontologies and Learning Objects, accounting for 84%
of the representations.
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Figure 5. Frequency of learning content representations used in personalized learning software
systems in the literature.

3.2.2. Learner Modeling

User modeling is identifying or predicting user information based on an analysis of
their direct inputs or behavior [104]. User models are essential components of personalized
software systems such as personalized search engines [47], personalized e-commerce appli-
cations [105], and personalized learning systems. Since personalization is concerned with
tailoring content or functions to a user’s traits, without a user model, no personalization
is possible.

When creating a user model, four main points require consideration [104]:

1. Facets of the user that are to be modeled;
2. Data that can be used to build the model;
3. Data collection tools;
4. User modeling approach.

Given the focus on personalized learning systems, we will attend to these four considera-
tions with respect to a specific type of user: learners. According to the definition presented in
Section 3.2, personalized learning systems are designed to accommodate individual learners’
needs, interests, preferences, and pace. A user model may cover all or some of these facets,
depending on the type of system and level of personalization required. Profiling approaches
vary from implicit/automatic and explicit/collaborative [106,107]. In implicit/automatic
profiling, learners’ traits and preferences are inferred automatically from historical log usage
data or by monitoring learners’ current interactions with the system. For instance, several
personalized learning systems utilized users’ clicks, web browsing history, cache logs, GPS,
and sensory data for implicit user profiling [36,37,108]. For explicit/collaborative profiling,
on the opposite extreme, the learner is required to share profiling data through surveys,
registration forms, questionnaires, or other input mechanisms.
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Several early studies in learner modeling used stereotypes to categorize learners’ skill
level into fixed and well-defined classes. Stereotyping is a technique used to build models
of users through clusters of attributes based on a number of assumptions about the user’s
personality, skills, background, or preferences. For instance, judges are often believed to
be above the age of forty, well-educated, somewhat pro-establishment, relatively wealthy,
trustworthy, and respected within their community. Some of the earliest examples of
stereotype-based personalized learning systems are KNOME [108] and GRUNDY [109]. In
these systems, each stereotype incorporates several traits about the learner and implies
some assumptions. In KNOME, users were stereotyped into skill-level categories such
as “novice user” or “expert user” based on their mastery level in using UNIX command.
In GRUNDY, stereotypes were used to model book preferences. For example, a “Doctor”
stereotype implies that the learner is well-educated and prefers specific types of books.
Stereotype systems [11,14] characterized the users through their user profile [16,37] and
preferences [47], knowledge level [19], capabilities and preferences (Ali and Sah, 2018),
learning progress and environmental influences [71], and performance [68].

Even though stereotypes are easy to define and implement and have contributed to
reasonable learner models in the past, they are restricted, not adaptable, and superficial.
In personalized tutoring systems, learner modeling approaches that rest on more scien-
tifically sound theories were adopted to model the learner skill level, such as Cognitive
Tutors (CT) [110], Constraint-Based Modeling (CBM) [111], and knowledge spaces [112].
Cognitive Tutors and Constraint-Based Modeling focus on problem-solving skills. The
learner’s skills are expressed as rules (CT) and predicates (CBM), which have a close formal
relationship. In (CT), a learner is deemed to have properly used a skill when a rule is
matched to their performance actions. In CBM, a skill is deemed learned when a pred-
icate is matched to student replies. Constraint-based modeling was applied in several
research works [17,32,34,36,45,52,59,65,66] for modeling learning abilities, knowledge level
(Papanikolaou et al., 2003) and mastery learning models [63,92]. The theory of knowledge
spaces [112] specifies which knowledge levels may be attained from a particular knowl-
edge state based on inference relationships across items that facilitate effective curricular
sequencing. The primary advantage of curricular sequencing over CT and CBM is its ability
to adapt the learning resources based on an accurate evaluation of a wide variety of abilities
with the least amount of evidence feasible. The two major limitations to these skill modeling
methods are the need for substantial expert human intervention to define rules, measures,
and assessments of skills or different states of knowledge for curriculum sequencing and
the absence of affective factors that strongly influence a learner’s preferences regarding
learning. For personalized formal learning systems that are bound by predefined learning
outcomes, ignoring learners’ preferences can be considered as a major drawback, reducing
the effectiveness of the system and hindering its adaptability. For example, it is critical
for learning outcomes that personalized learning systems be able to recognize changes in
a learner’s attitude toward activity and motivation to learn a given topic, just as human
teachers and tutors can sense a learner’s boredom or frustration and take it as a signal to
switch the type of learning activity or material [111]. Data mining techniques for learner
modeling attempt to address these drawbacks. Data mining techniques such as classifica-
tion, clustering, and association rules offer substantial promise toward more robust learner
modeling that can handle multiple user aspects beyond skill-level and explicit preferences.
Heretofore, data mining techniques helped in cognitive personality analysis [113] and were
then used to personalize learning content presentation, instruction mechanism, and other
relevant components of the learning environment. However, emotions, understood to be
reactions to perceptions of specific external or internal events, have remained beyond the
reach of any agreed-upon theory and tend to be defined in various ways, posing an obstacle
to automated [114]. Various modalities exist for affect detection, including linguistics and
tactile interaction data. Discrete or continuous representation models are used to detect
specific emotions or measure the level of emotional valence and arousal, respectively [113].
These can be used to define attributes that facilitate the identification of a learner’s cur-
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rent state of emotion and take relevant adaptation actions accordingly using data mining
techniques. Moreover, data mining classification and clustering techniques have become
easier to define and detect skill levels. For example, Nascimento et al. [32] implemented
logistic regression to classify learners into literate vs. illiterate based on fixed attributes.
Moreover, in informal controlled settings, data mining was also used to elicit learners’
interests and needs, especially in information and knowledge retrieval (e.g., retrieving
books [76] and retrieving learning objects in online learning environments [96]). Data
mining techniques have helped reduce expert human intervention in defining skill-based
rules and allowed for more adaptive modeling. However, data mining approaches still
require the identification of relevant attributes as well as representative historical data,
which most of the time requires manual annotation.

Furthermore, machine learning (ML) techniques have been used to address some of
the limitations in other approaches. This includes the use of behavioral data such as mouse
clicks and hover, command line interface (CLI) activity, and time spent inside a virtual
machine (VM) to identify learning style based on FSLSM [38]. Multimodal intelligence [46],
Fuzzy logic [32], and the Markov Model [35] have also been deployed to tackle the learning
personalization issue.

It is apparent that characteristics including knowledge and skill-level [32,93,110,112],
emotions [113], preferences [58], and context [37] are the dominant aspects shaping per-
sonalization of learning systems. These characteristics, especially learner knowledge, are
useful for formal learning systems such as tutoring systems [111] and online courses [115]
that implement predefined curricula. Formal learning systems deliver a predefined content
for a targeted learner base, which translates to zero demand for personalized user modeling
based on learner interests. Generally, learners that employ such formal learning systems
inherently have an interest in using and learning the specialized content delivered. Never-
theless, user interests are an essential aspect of user models, which have even been known
to compete for user knowledge for adaptive and personalized information retrieval and
search systems, often referred to as adaptive hypermedia, that deal with bulk information
such as online encyclopedias [27]. Several methods have been reported in the literature for
modeling user interests in different contexts such as click-through data [42], topical naviga-
tion graph [23], explicit and implicit feedback [41], weighted keywords [40], user-defined
tags and word-correlation factors [13,44], as well as user profiles [44]. Moreover, Open
Learner Models have been deployed to address the motivation and interactivity challenges,
including the use of animal companions [116], and STyLE-OLM [117,118]. Table 5 provides
a summary of some of the most common learner modeling approaches. The modeling
approaches are discussed based on four main learner characteristics, namely, skills required,
user preferences and choices, and user needs and interests. Table 6 presents a summary
of research papers related to user models in personalized learning software systems. In
Table 6 a summary of the most common strengths and drawbacks related to each type of
learner model is presented.

Figure 6 illustrates the distribution of the obtained articles based on user/learner
models. Fifty percent of the user models described in the literature focused on Rule-
based/Constraint-based user models, whereas other models such as stereotype, as well
as Tags, Folksonomy, and Keywords, formed around 20% and approximately 13% of the
user models, respectively. The least-described user models in the literature were Machine
Learning, Open Learner, and Concept maps, respectively, indicating the need for more
reviews and research describing and analyzing these models.
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Table 5. Summary of some of the most common learner modeling approaches in the literature.

Components of the
Modeling Approach

Learner Characteristics

Skills Preferences Needs/Interests

Data used

Explicit

Answers to questions,
number of mistakes or

correct answers, feedback
to questionnaires, etc.

User choices and
feedback to

questionnaires such as
psychometric
analysis tests

User choices and
feedback to

questionnaires

Implicit

Time required to complete
a learning task, number of

times user seek help or
look for hints, invalid
navigation within the

learning environment, etc.

Inferred knowledge
from learner navigation
depending on choices

of learning tasks,
preferred images,

activities, navigation
patterns etc.

Visited pages, clicked
items, etc.

Collection
technique

Mainly through user assessment mapped to some
pre-defined measures, functions, or rules

Mainly through user
interaction.

Log files, keystrokes,
mouse clicks, etc.

Mainly through user
interaction.

Log files, keystrokes,
mouse clicks, etc.

Modeling
technique

Stereotypes
Procedural–cognitive Tutors

Declarative Constraint-Based Modeling (CBM)
Knowledge Spaces

Data mining approaches: clustering, classification,
or association rules

Stereotypes
Rule-based

Data mining
approaches: clustering,

classification, or
association rules

Explicit mapping.
Information retrieval

approaches
Recommendation

approaches

Table 6. Summary of research papers related to user models.

User Model Dimensions Selected Papers Drawbacks Strengths

Stereotype [10,11,14,16,19,30,37,47,71,93,
109]

Not adaptive
Superficial

Well defined
Easy implementation

Rule-based
Constraint-based

[12,15,17,18,31–34,36,45,49–
52,54,55,58–60,63–

66,70,73,74,92,111,112]

Requires expertise for definition
Absence of affective factors

Accurate skill
assessment

ML [35,38,46,119]
Requires large representative

datasets
Exhaustive annotation process

Accurate skill assessment
High customization

Reduced expert human
intervention

Highly adaptive modeling

Open Learner Model [116–118] Inaccuracy and subjectivity from
learners

Motivational
Interactive

Tags, Folksonomy,
Keywords [13,23,40–44,47]

Can be irrelevant
Incomprehensive

Does not reveal implicit concepts
and semantic relationships

Easy to implement in any
learning environment

Easy to capture explicit
semantics

Concept Maps [56,72] Analysis complexity

Inferring underlying
relationships among topics of

interest
Inferring learners’ perception

of knowledge



Educ. Sci. 2023, 13, 741 16 of 21Educ. Sci. 2023, 13, x FOR PEER REVIEW 17 of 23 
 

 
Figure 6. Frequency of research papers related to user models. 

4. Conclusions 
Technology is a major enabler to personalized learning experiences. Software systems 

have been used extensively in education to personalize different aspects of the learning 
experience of different types of learners. Different data and knowledge formalisms are 
adopted to represent learning content varying from highly unstructured text to highly 
formal and structured knowledge graphs. Several techniques are used to model the 
learner’s skills, preferences, interests, and effects with different levels of accuracy and var-
iable levels of adaptation. These learners’ models and learning content formalisms that 
support personalized learning experiences are implemented in a range of software envi-
ronments powered by different technologies supporting different modes of interaction. 
This massive diversity accentuates the need for a common understanding and a reference 
taxonomy that can be used to analyze, evaluate, and design personalized learning soft-
ware systems effectively. In this survey, a literature-driven novel taxonomy of personal-
ized learning software systems is proposed that highlights the main architectural compo-
nents and their possible realizations and attributes. Throughout the paper, the authors 
code the literature and review the selected studies against the proposed taxonomy, high-
lighting the strengths and weakness and showing the chronological evolution of person-
alized learning software systems over time. The analysis of this survey reveals that there 
are common architectural attributes shared among the proposed personalized learning 
software systems. The analytics of this paper show that the majority of the literature is 
focused on formal e-learning software systems that are mostly rule-based. Such systems 
are designed with a crowd target audience, in which the content is mostly unstructured 
data and suitable for a variety of hypermedia platforms. Moreover, informal personalized 
learning systems are gaining increasing interest, which is evidenced by the growth in the 
number of such systems. Furthermore, mobile-based technologies, game-based learning, 
and ML-based user models are interesting fields of study that have promising impacts on 
personalized learning software systems. Finally, this survey reveals interesting facts re-
lated to areas where future research directions can be focused and current challenges can 
be highlighted. 

Author Contributions: Conceptualization, H.I.; methodology, H.I. and S.H.; taxonomy, H.I.; litera-
ture analysis and classification, H.I. and N.H.; writing—original draft preparation, H.I. and N.H.; 
writing—review and editing, H.I., N.H., S.H. and A.K.; visualization, N.H.; supervision, H.I. and 

11

29

4
3

8

2
St

er
eo

ty
pe

Ru
le

-b
as

ed
 C

on
st

ra
in

t-
ba

se
d

M
L

Op
en

 Le
ar

ne
r M

od
el

Ta
gs

, F
ol

ks
on

om
y,

Ke
yw

or
ds

Co
nc

ep
t M

ap
s

Figure 6. Frequency of research papers related to user models.

4. Conclusions

Technology is a major enabler to personalized learning experiences. Software systems
have been used extensively in education to personalize different aspects of the learning
experience of different types of learners. Different data and knowledge formalisms are
adopted to represent learning content varying from highly unstructured text to highly
formal and structured knowledge graphs. Several techniques are used to model the
learner’s skills, preferences, interests, and effects with different levels of accuracy and
variable levels of adaptation. These learners’ models and learning content formalisms
that support personalized learning experiences are implemented in a range of software
environments powered by different technologies supporting different modes of interaction.
This massive diversity accentuates the need for a common understanding and a reference
taxonomy that can be used to analyze, evaluate, and design personalized learning software
systems effectively. In this survey, a literature-driven novel taxonomy of personalized
learning software systems is proposed that highlights the main architectural components
and their possible realizations and attributes. Throughout the paper, the authors code the
literature and review the selected studies against the proposed taxonomy, highlighting the
strengths and weakness and showing the chronological evolution of personalized learning
software systems over time. The analysis of this survey reveals that there are common
architectural attributes shared among the proposed personalized learning software systems.
The analytics of this paper show that the majority of the literature is focused on formal
e-learning software systems that are mostly rule-based. Such systems are designed with
a crowd target audience, in which the content is mostly unstructured data and suitable
for a variety of hypermedia platforms. Moreover, informal personalized learning systems
are gaining increasing interest, which is evidenced by the growth in the number of such
systems. Furthermore, mobile-based technologies, game-based learning, and ML-based
user models are interesting fields of study that have promising impacts on personalized
learning software systems. Finally, this survey reveals interesting facts related to areas
where future research directions can be focused and current challenges can be highlighted.
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