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a b s t r a c t 

This data article provides a dataset of 132421 posts and their 

corresponding information collected from Twitter social me- 

dia. The data has two classes, ham or spam, where ham indi- 

cates non-spam clean tweets. The main target of this dataset 

is to study a way to classify whether a post is a spam or 

not automatically. The data is in Arabic language only, which 

makes the data essential to the researchers in Arabic natu- 

ral language processing (NLP) due to the lack of resources 

in this language. The data is made publicly available to al- 

low researchers to use it as a benchmark for their research 

in Arabic NLP. The dataset was collected using the Twitter 

REST API between January 27, 2021, and March 10, 2021. An 

ad-hoc crawler was constructed using Python programming 

language to collect the data. Many scientists and researchers 

will benefit from this dataset in the domain of cybersecurity, 

NLP, data science and social networking analysis. 
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Specifications Table 

Subject Data Science 

Specific subject area The dataset contains tweets to help data scientists to create machine learning 

models to classify tweets as either spam or ham automatically. It is useful for 

data science. 

Data format Raw 

Type of data Table 

Data collection Ham tweets were collected from famous verified accounts (e.g., Arabiya, 

emaratalyoum, and skynewsarabia). Spam tweets were collected by querying 

Twitter using specific Arabic spam keywords. Then, the top 10 accounts with 

high spam percentages were crawled. Then, the list was inspected to remove 

ham tweets manually. All duplicate tweets were removed for both ham and 

spam. The spam data may contain inappropriate words because they are spam. 

Data source location The dataset includes all the geotagged and non-geotagged tweets posted in 

Arabic from any country and location. For ham tweets, only verified accounts 

were used (Al Arabiya, Al Hadath, Emarat Alyoum, and Sky News Arabia). 

Data accessibility Repository name: Mendeley 

Data identification number: 10.17632/86x733xkb8.1 

Kaddoura, Sanaa; Henno, Safaa (2023), “Dataset of Arabic Spam and Ham 

Tweets”, Mendeley Data, V1, doi: 10.17632/86x733xkb8.1 

Direct URL to data: https://data.mendeley.com/datasets/86x733xkb8/2 

The spam data in the dataset are anonymized so that no information about the 

user can be identified. The ham data is listed with its sources. The spam data 

may contain inappropriate words because they are spam. 

Related research article S. Kaddoura, S.A., Alex, M. Itani, S. Henno, A. AlNashash, D.J. Hemanth. Arabic 

spam tweets classification using deep learning. Neural Computing and 

Applications. 2023 Apr 29:1-4. https://doi.org/10.10 07/s0 0521- 023- 08614- w 

1. Value of The Data 

• Arabic is considered a low-resource language due to the lack of datasets. Posting this 

dataset for public use contributes to Arabic natural language processing research. 

• The dataset allows researchers to develop and evaluate spam detection algorithms for the 

Arabic language. The dataset is valuable for training machine learning models to create 

effective classifiers that can automatically identify and filter out spam tweets from social 

media posts. This is crucial to the trustworthiness of information on social media plat- 

forms. 

• Data scientists can utilize this dataset to explore novel techniques for spam detection, 

develop text classification algorithms, investigate user behaviour, and analyze social dy- 

namics. In addition, researchers in the cybersecurity industry can leverage this dataset to 

develop robust spam detection systems, improve content moderation processes, and en- 

hance user experience. 

• The dataset is a valuable resource for developing and refining machine learning-based al- 

gorithms. Various machine learning algorithms, such as decision trees, support vector ma- 

chines, neural networks, or ensemble methods, can be applied to train models for spam 

detection or text classification. By comparing the performance of various algorithms on 

the dataset, researchers can identify the most effective techniques and explore novel ap- 

proaches. Researchers can use the dataset for pretraining models on a large corpus of 

tweets, including spam and non-spam, which can capture the contextual understanding of 

the Arabic language and improve the performance of downstream tasks. The pre-trained 

models can be fine-tuned for specific applications or domains. 

• The e-commerce sector heavily relies on social media platforms to gauge consumer sen- 

timents, trends, and preferences. This dataset can be utilized to detect spam in customer 

feedback. Detecting spam and fraudulent reviews is crucial for maintaining the integrity 

of customer feedback. This dataset can be used to train models to identify fake reviews 

https://doi.org/10.17632/86x733xkb8.1
https://doi.org/10.17632/86x733xkb8.1
https://data.mendeley.com/datasets/86x733xkb8/2
https://doi.org/10.1007/s00521-023-08614-w
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and protect consumers from misleading information. This dataset can be used to sup- 

port the educational sector. It is crucial to maintain the quality of content on educational 

websites. Educational discussions on social media should be focused on meaningful and 

informative content. Spam posts can clutter the platform with irrelevant and low-quality 

material, making it difficult for users to find valuable educational content. Moreover, an 

educational platform cluttered with spam can diminish the credibility of these institutions 

and experts, making it harder for genuine educational content to stand out. 

• Speaking about the political sector, this dataset can be used for preserving authentic di- 

alogues. Politics involves discussions of critical societal issues, policies, and viewpoints. 

Spammers can disrupt these conversations by flooding platforms with irrelevant content, 

making it harder for users to engage in meaningful and genuine discussions. The dataset 

can contribute to the health sector as well. The health sector relies on accurate and reli- 

able information. Spammers can disseminate false medical advice, misleading remedies, 

promoting unsafe or fraudulent products and unverified treatments, potentially risking 

people’s health and lives. Effective spam detection helps prevent the spread of such misin- 

formation. In the technology sector, spam detection helps prevent the spread of malware, 

viruses, and malicious software through spammy links or attachments. It also aids in iden- 

tifying fake tech support services that might attempt to exploit users. So, this dataset can 

contribute to building a machine-learning-based model for this purpose. 

2. Background 

The dataset is related to the original article in [1] . Due to the lack of availability of datasets in 

Arabic, it was essential to collect a new dataset and create an ad-hoc crawler to create a deep- 

learning model for classifying spam tweets. The increase in the presence of malicious content on 

social media platforms is a motivation for this work. For the English language, detecting spam 

content has achieved a mature status in research. However, the research still needs much effort 

for other low-resource languages, such as Arabic. Spam tweets pose a significant challenge for 

users, as they can spread misinformation and post inappropriate content, which will negatively 

affect the user experience who are using online platforms almost daily. Consequently, there is 

a need for automated techniques to detect and classify such content. The availability of such a 

dataset encourages the exploration of novel approaches, feature engineering, and model archi- 

tectures, ultimately leading to improving spam detection systems and enhancing the overall user 

experience on social media platforms. 

3. Data Description 

The dataset contains one .csv file. Table 1 contains the data count of the total tweets, spam, 

and ham tweets. There are 1941 spam tweets and 11299 ham tweets. In total, the tweets are 

13240. 

Table 2 presents a description of each column name in the dataset. Some column data were 

cleaned for the spam tweets to keep the user’s identity anonymized for privacy issues. These 

Table 1 

Data count. 

Tweets Count 

Spam 1941 

Ham 11299 

Total 13240 
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Table 2 

Description of each column in the dataset. 

Column name Description 

Date The date when the tweet was posted. 

Time The time when the tweet was posted. 

Date Time The combination of date and time of the tweet post. 

URL The URL associated with the tweet, if any. 

Tweet Text The original text of the tweet, which may include hashtags, mentions, and 

other content. 

Cleaned Text The processed and cleaned version of the tweet text, with unnecessary 

characters and noise removed. 

User Name The username of the Twitter account that posted the tweet. 

Location The location mentioned or associated with the tweet if provided by the user. 

Replied Tweet ID The unique identifier of the tweet to which the current tweet is a reply, if 

applicable. 

Replied Tweet User ID The unique identifier of the user who posted the tweet being replied to, if 

applicable. 

Replied Tweet User name The username of the user who posted the tweet being replied to, if applicable. 

Coordinates The geographic coordinates associated with the tweet, if provided by the user. 

Retweet Count The number of times other users have retweeted the tweet. 

Favorite Count The number of times the tweet has been marked as a favorite by other users. 

Favorited A binary indicator (True or False) indicates whether the tweet has been 

favorited by the user who posted it. 

Label A label indicating whether the tweet is categorized as “spam” or “ham”

(non-spam). 

columns are User Name, Location, Replied Tweet ID, Replied Tweet User ID, Replied Tweet, User 

Name, and Coordinates. 

The decision to remove these columns from the dataset was driven by a paramount concern 

for user privacy, ethical considerations, and the necessity to adhere to stringent data protection 

guidelines in the Mendeley Data repository. In their policy [14] , Mendeley Data states that data 

should not contain sensitive information (for example, but not limited to exact names, dates 

of birth, etc.). According to their 4.4.7 of Terms, data must be suitably anonymized wherever 

appropriate" [14] . From a privacy perspective, excluding these columns aims to safeguard the 

identities of individuals who contributed to the dataset, ensuring that their personal information 

remains confidential and shielded from potential misuse. User Name and Location, for instance, 

can often reveal sensitive details about an individual’s identity and location, thus necessitating 

their removal to prevent potential identification. 

Similarly, the removal of Replied Tweet ID, Replied Tweet User ID and Replied Tweet content 

was crucial to prevent potential traceability back to specific users or their interactions, main- 

taining the anonymity of user engagement. Moreover, excluding Coordinates was pivotal in pre- 

venting the inadvertent exposure of user geolocation information. By considering these factors 

and proactively removing these columns, the ethical integrity of our research was upheld while 

ensuring that the data remains analytically valuable and ethically responsible. 

The Tweet Text field is the original text of the tweet. Since this dataset contains spam text, 

it is normal to see inappropriate text in this section. The goal of this work is to contribute 

to stopping such text on public social media platforms. The Cleaned Text column contains the 

tweet text after preprocessing and removing unwanted characters that may not affect the anal- 

ysis stage. 

Table 3 presents sample tweets from the dataset. The first column is the actual tweet in the 

dataset, whereas the second column is its English translation. The third column is the label of 

the Arabic tweet in the dataset, whether ham or spam tweet. 

Although the utilization of various categories of spam tweets, such as advertisements, false 

information, and malicious content, resulted in high spam data samples, spammers often post 

spam tweets multiple times. As a result, these tweets contain several duplicates, urging the ap- 

plication of preprocessing to eliminate these duplicates. While the available dataset is sufficient 
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Table 3 

Sample tweets and their English translation. 

Arabic tweet English translation Label 

 ةيديموك ةطقل يف ىمرمل اهقيرط يف ةركل ىدصتي مكح
 تاصنم ةردان

A referee tackles a ball on its way to a goal in 

a rare comedy clip 

Ham 

 A new shipment of Chinese Corona vaccine هرهاقلا راطم لصت ينيصلا انوروك حاقل نم هديدج هنحش

arrives at Cairo Airport 

Ham 

 لافطأل فيحنت هعومجم يدنع هلا ةمحرو مالسلا مكيلعو
 نوهدلا قرح ةيلمع عيرست ىلع لمعي يئاذغ لمكم نع هرابع
 لح كل يطعب صاخ يلاعت

May the peace and mercy of God be upon you. 

I have a slimming kit for children. It is a 

nutritional supplement that accelerates the 

fat-burning process. Come on, I will give you a 

solution. 

Spam 

 Tweet before deletion Spam فذحلا لبق ةديرغتلا اوروص

for training deep learning models, it is valuable to augment it to increase the diversity and 

quality of data. Data augmentation [9] , particularly, helps to balance the number of spam and 

ham tweets. However, augmenting Arabic text data in natural language processing presents chal- 

lenges due to the complex nature of language. During the augmentation process, stop words are 

excluded, and data augmentation is applied to content terms only. When the dataset was used 

in [2] , data augmentation was applied to the text after extracting the numerical feature. This 

technique was applied just before machine learning. These techniques apply K-nearest neighbor 

to perform oversampling for the majority class, support vector machine, or consider the density 

distribution. 

The augmentation of data can be done through many other techniques such as the following: 

• Synonym Replacement: where words within the sentence are substituted based on their 

meaning. 

• Contextual augmentation: where words within the sentence are substituted while keeping 

the context. 

• Character Augmentation: where random characters are chosen and replaced by another 

one, or two characters within the word are swapped. 

• Back translation: where the sentence is translated into another language, such as English, 

and then translated back to Arabic. 

• Random Deletion: where a random word is chosen and deleted from the sentence. 

• Random Swap: where two words are chosen and swapped. 

• Random Insertion: where random words are inserted into a sentence yield. 

• Tense Alteration: where the tenses of the verbs are changed while keeping the same sen- 

tence. 

• Masking: where words in a sentence are replaced with a distinct token. 

Context augmentation is employed to augment the spam sample in the spam and ham tweet 

dataset and produce another version of the dataset for researchers to use. This type of augmen- 

tation is used due to the limitations of the other techniques. Applying random deletion, random 

swap, and masking might result in meaningless sentences and the absence of information. Alter- 

ing the verb tenses while keeping the same sentence will create duplicates of spam messages. 

Although back translation proves its effectiveness across multiple languages, it may encounter 

limitations due to complexities when applied to Arabic. Character augmentation might result in 

unknown words. This has made contextual augmentation the most effective approach for Ara- 

bic text. To apply contextual augmentation, the transformer model, BERT, is utilized. Through 

this strategy, data augmentation effectively reduces overfitting and bias within machine learn- 

ing. Furthermore, the augmentation of spam tweets aids in addressing the challenges posed by 

class imbalance. The augmented dataset specifications are now available in Table 4 . 
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Table 4 

Augmented dataset. 

Count 

Spam 15128 

Ham 11030 

Total 26158 

4. Experimental Design, Materials and Methods 

The dataset was collected using the Twitter REST API between January 27, 2021, and March 

10, 2021 [2] . In order to collect the data legally, a Twitter developer’s account was created after 

describing to the Twitter platform the purpose and authenticity of the research. The following 

credential keys were input to the Python-based ad-hoc crawler in order to start collecting the 

data: 

• OAuth access token secret 

• consumer key 

• OAuth access token 

• consumer secret 

To facilitate the extraction of tweets, the ad-hoc crawler has a process of sending queries 

to Twitter using predefined search terms. This approach allowed for targeted retrieval of rel- 

evant data from the platform. The collection of ham tweets representing non-spam or legiti- 

mate tweets was specifically obtained from a set of reputable Twitter accounts. These accounts, 

namely Al Arabiya [3] , Al Hadath [4] , Emarat Alyoum [5] , and Sky News Arabia [6] , are widely 

recognized as prominent news sources on the platform. Given their established reputation and 

credibility, it is assumed that all the posts from these accounts are carefully monitored, ensuring 

the absence of any spam tweets. Consequently, any tweet gathered from these verified accounts 

is categorized as a ham tweet, contributing to the legitimate data collection for analysis pur- 

poses. 

Spam tweets were collected by querying Twitter using specific Arabic spam keywords and 

hashtags. The keywords and hashtags were selected based on the trends in Arabic hashtags 

throughout the data collection period, in addition to Arabic spam keywords extracted from [7] . 

Spam data potentially involves multiple categories, such as advertisements, false information, 

malicious content, and other data types incompatible with the designated hashtag theme. These 

categories specify the choice of spam keywords. For instance, the data was collected during the 

COVID-19 pandemic, so the hashtag # انوروك was adopted. However, some tweets that include 

this hashtag are not related to the pandemic discourse, instead propagating unsolicited adver- 

tisements for unverified weight-altering medications, often originating from anonymous or non- 

expert sources. These instances are recognized as spam data. Table 5 shows some of the key- 

words and hashtag lists used for data collection. The terms in Table 5 are used as both keywords 

and hashtags. The tweet was collected if these terms appear in the hashtag or as a keyword in 

the tweet. 

The top 10 accounts with high spam percentages were selected, and all the tweets on their 

timelines were collected. The collected spam tweets list was inspected manually to check if it 

contained any ham tweets. In case any ham tweets exist, it was removed and excluded from the 

dataset. The paper’s two authors revised the collected spam tweets and marked any ham tweets. 

If both authors agree it is a ham tweet, it is directly removed. If one of them says it is spam and 

the other says it is ham, another professional was asked to give his opinion. Then, the tweet was 

marked according to the majority of opinions. 

Both ham and spam tweets and their corresponding attributes were merged in one file to 

form the dataset. Also, duplicate tweets were removed. So, the dataset contains unique tweets 

only. 
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Table 5 

Spam keywords and hashtags. 

Spam keywords and hashtags English translation 

 The Legend ةروطسألا

 Coronavirus انوروك

 Distance Master’s دعب نع ريتسيجام

 Discount Coupon مصخ نوبوك

 Live Football Matches مدق ةرك تايرابم رشابم

 Netflix سكافتن

 Suffering from Weight Gain or Belly Fat and Sagging تالهرتلا وا شركلاو نزولا ةدايز نم يناعتب

 Bachelor’s Degree for Sale عيبلل سويرولاكب

 University Degree for Sale عيبلل ةيعماج

 Death of the Artist نانفلا ةافو

 Live Stream Link for Watching the Family لهألا ةدهاشم رشابم ثب طبار

 Forex سكروفلا

 Personality Analysis ةيصخش ليلحت

 Before Deletion فذحلا لبق

 Accredited IELTS ةدمتعم ستليا

 Sell Followers نيعباتم عيب

 Sell Certificates تاداهش عيب

 Accredited Bachelor’s ةدمتعم سويرولاكب

 Accredited for Sale عيبلل ةدمتعم

 Increase Viewership نيدهاشملا ددع ةدايز

 Personality Analysis ةيصخشلا ليلحت

 My Pleasure is My Sin يتيصعم يتحار

 Snapchat Osman نامثع بانس

 Sexual Content سكس

 Watch in the Video ويديفلاب دهاش

 The Cutting عيطقتلا

 Link to Increase Followers نيعباتملا ةدايز طبار

The tweet text was cleaned during the preprocessing stage. All tweets that contain characters 

other than the Arabic language characters were excluded from the dataset. The following list of 

characters was removed upon preprocessing of the tweet: 

• Characters (@ $ ?: !. etc.). 

• URLs 

• Media (images, videos, and others). 

• Links, hashtags, numbers, and English letters. 

• Punctuation marks and diacritical marks. 

• Line tap from the tweet text and spaces. 

• Stop words 

• Emojis 

Algorithm 1 shows that the scraping process involves the initial step of authenticating access 

to the Twitter API. 

In order to delve deeper into the data and ascertain the prevailing topic within the spam 

dataset, a technique called topic modeling was employed. Topic modeling, a widely recognized 

method in text analysis, finds its application in various domains, including text classification 

[11] . Bertopic [12] was employed for this data analysis stage, a neural topic modeling approach 

incorporating a class-based TF-IDF procedure. 

The same spam tweets that are published in the dataset were used to perform topic model- 

ing. As illustrated in Fig. 1 , first, the spam tweets were cleaned by removing the Arabic stop 

words. After that, the cleaned spam tweets were preprocessed using the “aubmindlab/bert- 

large-arabertv02” [12] model of ArabertPreprocessor. Then, sentence embeddings were generated 

by applying the encoding method of the SentenceTransformer class and the “aubmindlab/bert- 

large-arabertv02” model from the sentence-transformers library to the processed Arabic spam 

tweets. Subsequently, the processed Arabic spam tweets and the generated embeddings were 
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Algorithm 1 

Scraping data from Twitter. 

1 Import twitter_api_module 

2 Import data_analysis_and_manipulation_module 

3 twitter_api = twitter_api_module.authenticate_api() 

4 spam_hashtags ← [“#example”, “#sample”] 

5 spam_keywords ← [“keyword1”, “keyword2”] 

6 spam_accounts ← [“@account1”, “@account2”, …., “@accountn”] 

7 collected_spam_tweets ← [] 

8 For account in spam_accounts 

9 tweets ← twitter_api.get_tweets_from_account(account) 

10 retrieved_spam_tweet ← [] 

11 For hashtag, keyword in zip(spam_hashtags, spam_keywords) 

12 if hashtag in tweets or keyword in tweets 

13 retrieved_spam_tweet ← tweets 

14 collected_spam_tweets ← drop_duplicates(retrieved_spam_tweet) 

15 processed_spam_tweets ← drop_irrelevant (collected_spam_tweets) 

16 ham_accounts ← [“@AlArabiya”, ”@AlHadath”, “@emaratalyoum”, “@skynewsarabia”] 

17 ham_tweet ← [] 

18 For account in ham_accounts 

19 ham_tweets ← twitter_api.get_tweets_from_account(account, since = Jan2021, until = March2021) 

20 collected_ham_tweets ← drop_duplicates(ham_tweets) 

21 processed_ham_tweets ← drop_irrelevant (collected_ham_tweets) 

22 data_analysis_and_manipulation_module_to_csv(processed_spam_tweets , “spam _tweets.csv ”) 

23 data_analysis_and_manipulation_module_to_csv(processed_ham_tweets , “ham _tweets.csv ”) 

Fig. 1. Illustration of topic modeling process. 

fed into the Bertopic model [13] , which employed an encoding method to produce embeddings 

specifically tailored to the tweets. The Bertopic model parameters are specified below: 

• language = “multilingual”

• n_gram_range = (1, 2) 

• vectorizer_model = vectorizer_model 

• nr_topics = 10 

• min_topic_size = 5 

• seed_topic_list = [[“سكس“,” سنجلا ”], [“فذحلا دهاش ”,“  فعض“ ,” جالع“] ,[” مصخ دوك
 [[” تاداهش“ ,” هداهش“] ,[” هبلك“],[” باصتنالا
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• calculate_probabilities = True 

Table 6 provides an overview of the topic distribution generated by the Bertopic model. The 

nature of spam tweets discussed in this article might entail the presence of unsuitable language 

and content inherent to the nature of such communication. Such words appear in Table 5 . It is 

imperative to acknowledge that their inclusion is imperative, as they constitute the fundamental 

underpinning of the research subject elucidated in this discourse. 

The obtained topics were visualized using the “visualize_barchart” method of the Bertopic 

model. Finally, similar topics were merged by applying the merge_topics() method of the 

Bertopic model. The get_topic_info() method was used to obtain the number of documents in 

each topic and compute the percentage of documents in each topic. Table 6 illustrates the distri- 

bution of the topics of the spam tweets . The top words in each topic were detected by utilizing 

the get_topic() of the Bertopic. The generated topics are illustrated in Fig. 2 . The top words in 

each topic along with their weighted scores, are more clearly represented in Table 6 . 

Among the spam topics identified, the most dominant one was related to sex, accounting 

for a significant portion of the data, precisely 81.3 %. Following closely behind was the edu- 

cation topic, representing 11.9% of the data. The remaining spam instances predominantly re- 

volved around advertising trading opportunities and offers. The first topic, sex, consists of sensi- 

tive terms like ’ يتيصعم ’ ,’ سكس ’, and ’ يتحار ’, where ’ سكس ’ word has the highest weight of 0.071. 

The second topic, Trading, has words like ’ هدمتعم ’ ,’ ستليا ’ ,’ هداهش ’, and ’ تاداهش ’ scoring a weight of 

0.19, 0.154, 0.112, 0.108 respectively. In the third topic, the three most representative words are 

 ,recording weighted scores of 0.234, 0.18 and 0.174, respectively ,’ لوادتلا ’ and ,’ هراجتلا ’ ,’ سكروف ’

which represent the Education Topic. Finally, the fourth topic, which stands for Offers Topic, has 

 .records the highest score of 0.273 ’ مصخ ’ words where ’ نوبوك ’ and ,’ دوك ’ ,’ مصخ ’

When analyzing the available resources for identifying spam tweets, a notable inconsistency 

exists between the richness of English data and the absence of Arabic data. There are multiple 

sources available for English tweet spam detection data. Some of the publicly available sources 

in English are as follows: 

1. The NSCLab has released datasets of spam tweets by the authors in [15] . 

2. In [16] , the authors have collected context-specific spam datasets. 

3. The authors in [17] have created UtkMl’s Twitter Spam Detection Competition dataset, 

which the authors in [18] employed to develop an advanced spam detection model. 

4. HSpam14 [19] , a dataset, was assembled for spam research purposes. 

Researchers have effectively utilized these datasets to propel advancements in spam detection 

techniques and algorithms. For example, the authors used the NSCLab data lately in [20] . In 

contrast, there is a noticeable lack of publicly accessible Arabic tweet spam detection data, as 

indicated in Table 7 . Despite the increasing presence of Arabic content on social media platforms, 

the Arabic language still lacks the availability of a comprehensive dataset. The reasons for this 

scarcity may vary due to multiple factors, such as: 

1. Geographical or Cultural Variation: Using dialectal language on social networks [21] has 

affected the presence of data that captures the variation in spam messages from different 

regions. Table 7 shows that most previous research has focused on collecting data related 

to specific regions. 

2. Language Complexity: The linguistic characteristics of Arabic, including semantic and 

syntactic complexities [22] , could pose challenges in constructing precisely annotated 

datasets. 

3. Research Gap: Insufficient dedicated research in the Arabic spam detection domain might 

have resulted in the absence of concerted efforts to compile and release comprehensive 

datasets. 

The scarcity of Arabic tweet spam detection data carries substantial implications for research 

and advancements in this field. It hinders the ability of researchers to develop effective spam 

detection models tailored to the Arabic language. To address this challenge, researchers may 
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Table 6 

Distribution of topics of the spam tweets. 

Topics Percentage Topic Words and Weights Dominant Words and their English 

Translation 

Example and its Translation 

Topic 0/Sex 81.3% 0.07137782844522596 سكس , 
 ,8158 9386604 0.067474 فذحلا

 , يتحار 0.056819966375677156
 , يتيصعم 0.05498130263158924
 0.05342414565893068 دهاش

 [ يتيصعم يتحار , ةيسنج , فذق , سكس ]
Sex, ejaculation, sexuality, my comfort is 

my disobedience] 

الهأ الهسو مكب � جالع فٕذقلا  يكيرمالا عيرسلا
يعيبطلا جالع فعض باصتنالا �  بلطل
لصاوتلا باستاو نم انه ةحفص ةيئاصخالا  ما
 فيان
Welcome to � Rapid Ejaculation Treatment 

American Natural Treatment of Erectile 

Dysfunction � To request WhatsApp 

communication from here, the page of the 

specialist Um Nayef 

Topic 1/Education 11.9% 0.19045250600174288 هداهش, 

 ,0.1536584290590755 ستليا

 ,0.11179323181989126 هدمتعم

 ,0.1080893375613558 تاداهش

 0.1055176410644102 عماج

 [ هعماج , تاداهش , هدمتعم , ستليا , هداهش ]
[Certificate, IELTS, Accredited, Certificates, 

University] 

رشبا نالا كنكمي لوصحلا يلع هداهش  ستليا
هدمتعم و هقوثوم و عيمجب تانامضلا طقف  لصاوت
 انعم
Preach, now you can get an accredited and 

reliable IELTS certificate with all 

guarantees, just contact us 

Topic 2/Trading 3.9% 0.23409815221209496 سكروف, 

 ,0.18003278392417968 هراجتلا

 ,0.17364889651197843 لوادتلا

 ,0.1655396312751765 ماظن

 0.1635110129138333 بواجتلا

 [ ماظن , لوادتلا , هراجتلا , سكروف ]
[forex, trading, trading, system] 

 تايصوتلاب دوجوملا ريغ يفاضا ليلحت يا
 بهذلا سكروف طفن بهذ تالمع صاخ لصاوت
Any additional analysis that is not in the 

recommendations. Special communication. 

Gold, oil, forex, gold 

Topic 3/Offers 2.9% 0.2733753948662136 مصخ, 

 ,0.23992395951924303 دوك

 ,0.174867036670919 نوبوك

 ,0.1419925687751372 دنا

 0.13748501434660937 يفيس

 [ نوبوك , دوك , مصخ ]
[discount, code, coupon] 

 دلروزمم دوك يفيس نوبوك يشمن مصخ دوك داوكا
 اغوف يلياتس يبيب يبوب ياه دلروزمام
 ءارش ةميسق نشاف نوشاف سكام يتيس تيسولك
 قيبطت رجتم عقوم
Namshi discount code codes, Sivvi coupon, 

Mumzworld code, Mumzworld Hibobi, 

Baby Styley, Voga, Closet, City, Max, 

Fashion, Fashion, purchase voucher, app 

store website 
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Table 7 

Comparison with datasets in the literature. 

Dataset Size Labeled Spam Tweets 

Count/ (%) 

Ham Tweets 

Count/(%) 

Spam to 

ham ratio 

Source Hashtags 

Used 

Spam Categories Labelling 

Technique 

Available 

online 

[7] 102K Yes 12K/11.7% 90K/ 88.3% 1:7.5 Middle East Multiple Advertising Manual Link not working 

[8] 40K Yes 12K/30% 28K/ 70% 1:2.3 Saudi Twitter Multiple Various Categories Manual No 

[9] 313K Partial 420/8.4% 4580/ 91.6% 1:10.9 Diverse Arabic Single Various Categories Manual No 

[10] 2K Yes Not Given Not Given Not Given Gulf Dialect Multiple Various Categories Keywords No 

This Dataset 13.2K Yes 2.2K/15.1% 11.2K/84.9% 1:5.6 Diverse Arabic Multiple Various Categories Hybrid (Keywords & 

manual intervention) 

Yes 
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need to explore alternative strategies like data augmentation, cross-lingual transfer learning, or 

creating annotated datasets. 

Making the Arabic spam tweet and ham dataset publicly available is very important. Online 

spam occurs in various forms, including malware, posting commercial URLs, spreading fake news 

or abusive content, and automatically generating substantial content volumes [23] . Another side 

of online spamming involves increasingly utilizing machine learning models to generate counter- 

feit product reviews and services [24] or creating fake news, URLs, and advertisements. A study 

on Twitter shows that one out of every 21 tweets is considered spam, and approximately 15% of 

active users consist of autonomous agents, namely social bots [25] . This high percentage of spam 

on Twitter proves the importance of having datasets to build spam filtering algorithms and ban 

spam tweets. 

A comparison between the data collected from Arabic spam and ham tweets, along with 

other datasets described in the relevant literature, is presented in Table 7 . The table shows that 

the size of spam tweets is significantly smaller for all datasets when compared to ham tweets. 

The intentional choice of the proportion thus aims to imitate a real environment and facilitate 

the accurate use of spam classifiers. To illustrate, in social media networks, legitimate content 

typically holds a dominant presence. In addition to the sizes, the table also shows the spam-to- 

ham ratio, which refers to the proportion of spam-to-ham tweets in each dataset. For example, 

a spam-to-ham ratio of 1:7.5, as presented in the dataset [7] , indicates that most tweets are 

legitimate, as there are 7.5 ham tweets in the data for one spam tweet. The dataset in [8] has 

2.3 ham tweets for every collected spam tweet. So, the percentage of ham tweets is double the 

percentage of spam tweets. The dataset in [9] used only one single hashtag to collect all the 

data. So, the classifier will only fit this specific data. Some literature, such as [10] , have built 

their spam detection on 2K tweets. Nevertheless, this data is considered small, and the model 

will not learn to differentiate between spam and ham tweets effectively. 

The collected dataset in this research comprises different accounts and uses multiple hash- 

tags to cover diverse spam categories, including advertising, inappropriate words, etc. Besides, 

unlike datasets presented in the literature, the dataset presented in this paper contains tweets 

from around the world and covers various writing styles for the Arabic language. The collected 

spam and ham tweets data is labeled thoroughly. The labeling procedure is based on a hybrid 

approach in order to avoid labeling mistakes by utilizing only keywords and human errors in 

manual labeling. 

Limitations 

Not applicable. 

Ethics Statement 

Participant data has been fully anonymized, and the platform(s)’ data redistribution policies 

were complied with. 

Data Availability 
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