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Full Length Article 

EnhancedBERT: A feature-rich ensemble model for Arabic word sense 
disambiguation with statistical analysis and optimized data collection 

Sanaa Kaddoura *, Reem Nassar 
Zayed University, Abu Dhabi, United Arab Emirates   

A R T I C L E  I N F O   
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A B S T R A C T   

Accurate assignment of meaning to a word based on its context, known as Word Sense Disambiguation (WSD), 
remains challenging across languages. Extensive research aims to develop automated methods for determining 
word senses in different contexts. However, the literature lacks the presence of datasets generated for the Arabic 
language WSD. This paper presents a dataset comprising a hundred polysemous Arabic words. Each word in the 
dataset encompasses 3–8 distinct senses, with ten example sentences per sense. Some statistical operations are 
conducted to gain insights into the dataset, enlightening its characteristics and properties. Subsequently, a novel 
WSD approach is proposed to utilize similarity measures and find the overlap between contextual information 
and dictionary definitions. The proposed method uses the power of BERT, a pre-trained language model, to 
enable effective Arabic word disambiguation. In training, new features are integrated to improve the model’s 
ability to differentiate between various senses of words. The proposed BERT models are combined to compose an 
ensemble model architecture to improve the classification performances. The performance of the WSD system 
outperforms state-of-the-art systems, achieving an approximate F1-score of 96 %. Statistical analyses are per-
formed to evaluate the overall performance of the WSD approach by providing additional information on model 
predictions. A case study was implemented to test the effectiveness of WSD in sentiment analysis, a downstream 
task.   

1. Introduction 

Polysemy, the phenomenon of words having multiple meanings, is 
prevalent in all languages Kaddoura et al. (2022). It allows for detailed 
expressions and various interpretations to enhance the language. In 
English, more than 40 % of words are polysemous Abou Khalil et al. 
(2019). Arabic, a language renowned for its complexity, has a higher 
proportion of polysemantic words, manifesting ambiguity at various 
levels Farghaly et al. (2009). Different forms of ambiguity, e.g., homo-
graph, internal word structure, syntactic, semantic, constituent bound-
ary, and anaphoric ambiguity, are shown in Arabic Farghaly et al. 
(2009). The average degree of ambiguity in Modern Standard Arabic 
(MSA) tokens is 19.2 % ambiguities, far exceeding 2.3 % in most lan-
guages Farghaly et al. (2009). 

While humans possess an inborn ability to discern the intended sense 
of polysemous words, computers face challenges in resolving such am-
biguities. Computers treat words with the same letters as a single entity, 
ignoring context, unlike humans, who unconsciously deal with ambi-
guity during language acquisition. Despite significant research efforts, 

this discrepancy underscores the ongoing difficulty of Arabic Word 
Sense Disambiguation (WSD) Debili et al. (2002). The Arabic language 
utilizes diacritics to aid pronunciation and comprehension. For example, 
consider the word “ ةبه ” (hibap) as an example of ambiguity. It poses a 
different meaning when adding a diacritic mark () above the second 
letter and is thus written and pronounced as “ ةبه ” (hab ~ ap). Never-
theless, computers are hampered by the absence of diacritics in various 
published texts, including news, scientific articles, comics, and many 
other Arabic texts. Studies have shown that 43 % of diacretized Arabic 
words exhibit ambiguity, while it rises to 72 % when diacritic marks are 
missing, which is common in written Arabic text Alqahtani et al. (2019). 

Consider the following examples illustrating the different meanings 
of the word “ ةبه ” (hibap) without using diacritics. In the sentence “ تمهاس

ةيفيصلاتاميخملاوأةسردملايفةيئيبلاةطشنألايفةبهةسدنهملا ” (En-
gineer Hiba contributed to environmental activities in school or summer 
camps), “ ةبه ” (hibap) refers to a proper name. However, in “ ةبهكلملامدق

ةيمانلالودللرالودنويلمةميقب ” (The king provided a donation worth a 
million dollars to developing countries), “ ةبه ” (hibap) signifies giving. 
Moreover, in “ نيمولظملاعمانماضتةيبعشةبهىلإبعشلاةفاكبزحلااعد ” 
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(The party called upon the entire nation for a popular strike in solidarity 
with the oppressed), “ ةبه ” (hab ~ ap) implies a strike. One can suc-
cessfully predict the intended sense by considering the sentence content 
words. 

In many applications, including machine translation, text summary, 
information retrieval, and query answering, the functionality of WSD 
Systems in Computational Linguistics has a critical role Ide and Véronis 
(1998); AlMousa et al. (2022). While the Large Language Models (LLM) 
can accomplish these tasks without WSD, integrating WSD models en-
hances performance. WSD approaches offer several advantages to LLMs 
in downstream tasks, including improving model accuracy, contextual 
comprehension, and addressing polysemy. For example, consider the 
sentence “ ةسينكلانمجراخوهوبألاتيأر ,” where the polysemous word
“ بألا ” can refer to “father” or “church father/priest.” In machine trans-
lation using LLMs, WSD prevents inaccuracies, ensuring the correct 
rendering of the sentence as “I saw my father coming out of the church” 
rather than “I saw the priest coming out of the church.” This misinter-
pretation results from a misunderstanding of the polysemous word 
Kaddoura et al. (2023). Furthermore, LLM hallucinations can take 
various forms, including generating factually incorrect text, inventing 
unrelated stories, and even generating non-existent images. 

The inherent complexity and scarce resources have made it difficult 
to advance research into WSD for the Arabic language Djaidri et al. 
(2023). Therefore, Arabic Natural Language Processing (NLP) often 
experiences challenges in delivering expected results. Currently, there is 
a lack of an efficient WSD system tailored explicitly for the Arabic lan-
guage El-Razzaz et al. (2021), consequently limiting the effectiveness of 
tasks like information retrieval. There is still a significant lack of a 
comprehensive lexical database that organizes Arabic words into a set of 
synonyms based on common meanings Boudabous et al. (2013), despite 
previous attempts to explore WSD in Arabic. The absence of a word 
sense corresponding to polysemous Arabic words makes it more difficult 
to detect them accurately. Therefore, a research gap exists in the domain 
of WSD in Arabic, and that is due to a need for more resources. 

WSD approaches are classified into four categories: supervised Yar-
owsky (1995), unsupervised Pedersen (2007), semi-supervised Taghi-
pour and Ng (2015), and knowledge-based Banerjee and Pedersen 
(2003). Hybrid WSD systems are also implemented by combining two 
WSD categories. Knowledge-based methods use language resources such 
as knowledge graphs and dictionaries. The knowledge-based approach 
defines two categories: graph-based subcategories and sense-based 
subcategories. Graph-based techniques use language knowledge 
graphs such as WordNet to represent senses derived from their inter-
action in the graph. WordNet lacks entries for less common or domain- 
specific terms, making it difficult to disambiguate word senses accu-
rately. Sense-based approaches assess semantic similarity and overlap 
between contexts of a given ambiguous word. These methods may also 
not fully consider important syntactic and pragmatic context cues vital 
for accurate sense disambiguation. Unsupervised WSD struggles in 
highly ambiguous contexts, often offering multiple unranked candidate 
senses. It can also perform poorly in domain-specific contexts and may 
miss subtle contextual cues essential for accurate sense disambiguation. 
Semi-supervised approaches are complex to implement and fine-tune 
compared to supervised methods. When trained on quality labeled 
data, supervised WSD methods are accurate and precise, making them 
ideal for clear contexts. They are adaptable to specific domains or lan-
guages, handle diverse word senses, including fine-grained distinctions, 
and can effectively generalize to unseen words using contextual cues. 
Obtaining contextual cues in supervised learning can be challenging, 
depending on the specific task and the available data. 

This paper addresses the challenge of a scarcity of Arabic WSD 
corpora, the necessity for a substantial corpus, and the critical impor-
tance of understanding contextual cues. The contributions are as 
follows:  

1. Introduce an extensive dataset featuring one hundred commonly 
used polysemantic Arabic words in MSA. Each word in the dataset is 
meticulously annotated with three to eight senses. 

2. Employ BERT as the foundational model to disambiguate polyse-
mous words.  

3. Incorporate diverse data representation techniques and introduce 
new feature sets that enhance the disambiguation process by 
providing valuable contextual information.  

4. Propose an ensemble learning architecture that combines multiple 
BERT models to address word ambiguity effectively.  

5. Evaluate WSD models by comparing the proposed approach with the 
other benchmark WSD systems.  

6. Conduct statistical analyses as a post-processing step to evaluate the 
performance of the proposed WSD approach and gain insights into its 
effectiveness in disambiguating word senses.  

7. Conduct a case study to see the effectiveness of WSD in improving 
downstream tasks like sentiment analysis. 

Ten instances are extracted for each target word in the collected 
dataset to ensure a robust analysis. Incorporating various features and 
data representation techniques empowers the model to assign increased 
attention weights to context and ambiguous words. 

The research questions in this paper are as follows: 

RQ1: How does the newly created dataset of frequently occurring 
Arabic words in MSA contribute to the Arabic WSD field? 
RQ2: How do different data representation techniques impact the 
suitability of the dataset for Arabic WSD? 
RQ3: How does applying BERT models enhance the disambiguation 
process? 
RQ4: To what extent does the inclusion of part-of-speech (POS) in-
formation improve the accuracy and effectiveness of Arabic WSD 
models based on BERT? 
RQ5: How does considering word frequency affect the performance 
of Arabic WSD models, mainly when dealing with rare words? 
RQ6: What benefits does the weighted ensemble approach offer in 
Arabic WSD, and how does it contribute to the disambiguation of 
specific word senses? 
RQ7: Under what conditions and to what extent do BERT-based ap-
proaches outperform traditional methods, like Naive Bayes, in Arabic 
WSD? 
RQ8: What are the main errors of the proposed Arabic WSD system, 
and do they reveal common patterns or linguistic challenges that 
need to be addressed? 
RQ9: How does the scarcity of Arabic language resources, such as 
sense-annotated corpora and lexicons, affect the performance and 
feasibility of Arabic WSD systems? 

The rest of the paper is organized as follows: Section 2 presents the 
literature for Arabic WSD datasets and a review of the existing Arabic 
WSD approaches, Section 3 describes the Arabic morphology, Section 4 
reports the dataset collection criteria and the statistical analyses for the 
collected dataset, Section 5 explains the proposed WSD methodology, 
Section 6 displays the experimental results, Section 7 presents the case 
study implemented, Section 8 provides the discussion for WSD, and 
Section 9 presents the conclusion. 

2. Related work 

2.1. Review of existing datasets 

External knowledge sources are classified into four categories under 
WSD: structured, unstructured, WordNet, and Semcor. Structured re-
sources provide word-related information that facilitates word clus-
tering based on semantic similarity, including thesauri, machine 
dictionaries, and ontologies Kilgarriff and Yallop (2000). The valuable 
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sources of textual content for research on WSD are unstructured re-
sources, such as corpora and word frequency lists. WordNet, widely used 
in WSD, organizes concepts into synsets and offers semantic and lexical 
relations, aiding in sense disambiguation across various languages 
Gonzalo et al. (2000). SemCor, an enhanced version of WordNet, pro-
vides a semantically defined set of corpora for supervised WSD tech-
niques, offering valuable training and evaluation resources Gonzalo 
et al. (2000). 

Due to the scarcity of extensively annotated corpora, WSD in Arabic 
presents a critical challenge. Researchers have undertaken several ef-
forts to create suitable datasets for WSD studies. Nevertheless, progress 
in this area has been limited because these data sources are frequently 
unavailable or unretrievable. Some studies used Arabic Wordnet Fell-
baum et al. (2006) for sense annotations based on text classification 
data. However, the Arabic Wordnet Fellbaum et al. (2006) is not a 
comprehensive lexical database for grouping Arabic words with similar 
meanings into synonym sets, which makes it difficult to make accurate 
sense predictions Bouhriz et al. (2016). 

Researchers have applied various approaches to collecting Arabic 
WSD data with the intention of dealing with the problem of limited data 
availability. Grave et al. (2018) developed a multilingual distributed 
word representation by collecting data from Wikipedia and the Common 
Crawl project. Fouad et al. (2020) proposed contextual word embed-
dings for Arabic by gathering data from Twitter. Habib et al. (2021) 
collected 1.5 million medical questions from the Altibbi Medical Com-
pany to create contextual embeddings. Alian et al. (2019) collected 
sentences from books used for teaching syntax and semantics in Arabic, 
initially designed for semantic similarity and paraphrasing tools but can 
also be used for WSD. 

Moreover, Belinkov et al. (2016) developed a comprehensive Arabic 
corpus by collecting data from “The Complete Library Website.” Abu El- 
Khair (2016) constructed another extensive Arabic corpus of 1.5 billion 
words through web scraping from diverse domains. However, some of 
these resources remain private, and the public ones require compre-
hensive human sense annotation due to their size and the absence of 
specific annotations for WSD. 

Saidi et al. (2023) introduced a manually curated corpus designed for 
Arabic WSD. The polysemous words in the corpus are extracted from the 
Doha historical dictionary for Arabic. The proposed corpus comprises 
7,721 Arabic polysemous words. Each word within the corpus is linked 
to various senses, accompanied by corresponding contextual examples. 
The corpus encompasses 27,530 total sentences and 16,316 total senses. 
The distribution of context examples across these senses is not uniform, 
leading to an average of 1.68 sentences per sense. This variance implies 
that a more significant number of contextual instances represents certain 
senses compared to others. This non-uniform distribution of sentences 
per sense will introduce a potential bias in machine learning models 
trained on this corpus. The model may inherently favor senses with a 
higher abundance of examples, as it tends to learn more from them 
during the training process. 

An alternative approach for constructing sense-tagged corpora in 
WSD is the knowledge-based method. This method was introduced by 
Saif et al. (2018). Their method focuses on creating an Arabic sense- 
tagged corpus derived from Wikipedia. This approach hinges on 
Arabic WordNet, where a mapping between WordNet and Wikipedia 
articles is established to select the appropriate sense for each article 
based on WordNet. This mapping leverages a cross-lingual method to 
measure the similarity between the features within the Wikipedia arti-
cles and WordNet senses. A multiword-based technique is proposed to 
address the challenge of limited instances in Wikipedia articles. This 
technique is a valuable resource, increasing the number of example in-
stances for each sense by considering multiword terms. The resultant 
sense-tagged corpus encompasses 50 Arabic words, containing 148 
senses and a remarkable 30,961 samples. Although the corpus is sub-
stantial, it does not comprehensively cover all the senses for each word. 
On average, the proposed data contains 2.9 senses per word, while many 

Arabic words exhibit more than three senses. 

2.2. Review of word disambiguation techniques 

Early research since the mid-1940s has introduced the cruciality of 
addressing word ambiguity across multiple languages. Zipf (1945) 
proves the relation between word frequency and the number of mean-
ings. Zipf’s introduced the principle of meaning distribution, where 
words that occur more frequently typically have more meanings. English 
consistently leads in WSD research compared to other languages Miller 
(1992). However, progress in research on WSD continues to be limited, 
although significant efforts have been made in languages such as Arabic. 
Three distinct main categories of approaches to WSD can be classified: 
(1) Machine Learning, (2) knowledge-based methodology, and (3) 
hybrid methods. 

2.2.1. Machine learning approaches 
Different machine learning techniques for WSD are used, including 

unsupervised, supervised, and semi-supervised methods. Supervised 
methods offer higher accuracy despite the need for a comprehensive 
sense annotated corpus. El-Gedawy (2013) proposed a supervised 
approach that utilized fuzzy logic classifiers and relied on an English 
WordNet-based sense inventory to assign accurate senses to polysemous 
words, achieving an F1-score of 74 % in their evaluation. Another su-
pervised WSD algorithm based on the Naïve Bayes Classifier was 
employed by Elmougy, Taher, and Noaman (2008). The proposed 
method yields a precision of 73 % with an improvement when combined 
with the rooting algorithm. To address morphosyntactic disambigua-
tion, Albared et al. (2009) studied the integration of multiple classifiers, 
including maximum entropy hidden Markov and transformation-based 
probabilistic classification, which implements preprocessing steps like 
voting tags and cascading along with a selection algorithm. Their study 
addressed data sparseness by using different hidden Markov models and 
selecting the most likely POS tag based on contextual information in the 
text. It achieved an accuracy of approximately 95.8 %. Saidi, Jarray, and 
Alsuhaibani (2022) addressed this problem using four Recurrent Neural 
Network (RNN) architectures, including Vanilla RNN, LSTM, BiLSTM, 
and GRU, for supervised sequence-to-sequence learning. The GRU-based 
deep learning model demonstrates superiority over existing RNN models 
by achieving an accuracy rate of 92.83 %, which is higher by 2.06 %, 
4.29 %, and 7.61 % than BiLSTM, LSTM, and Vanilla RNN, respectively. 

Unsupervised approaches are used in WSD to circumvent the 
requirement of annotating senses from a dataset. An early unsupervised 
approach for Arabic WSD was suggested by Diab and Resnik (2002). The 
proposed system established a strong correlation between the meaning 
dimension of words and their translations. Their method operated under 
the assumption that words with similar translations share parallel di-
mensions of meaning through leveraging English WordNet for word 
senses and an English-Arabic corpus for translation. Alian and Awajan 
(2023) have implemented a disambiguation method using an unsuper-
vised methodology for synthesizing the sense inventory based on pre-
defined embedded patterns. To enhance the selection of appropriate 
senses, they used POS tags for identified senses and compared them to 
those indicating an ambiguous word. As shown by Pearson Correlation, 
experimental tests focused on the similarity of sentences when the 
selected sense vector was superior to using an ambiguous word vector in 
significantly improving sentence similarity. The use of Aravec- 
embedded modules reached an increased correlation value of 0.423. 
Al-Maghasbeh and Bin-Hamzah (2015) suggested a novel method that 
extracts prepositions to analyze Arabic texts and establishes the rela-
tionship between prepositions and sentence components, facilitating the 
identification of correct senses for the prepositions. In addition to the 
dictionary of prepositions, this methodology was tested in samples from 
the Holy Quran containing words where each has several meanings. 

Semi-supervised approaches have been proposed in the WSD due to 
data scarcity. A technique based on word embeddings for Arabic WSD 
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has been developed by Laatar et al. (2018). This approach aimed to 
create a historical dictionary with corresponding meanings for ambig-
uous Arabic words. The word embeddings were obtained by capturing 
the word’s semantic and syntactic characteristics and thus achieving an 
accuracy of 78 %. Merhbene et al. (2014) developed an Arabic WSD 
using a semi-supervised approach incorporating a dictionary of words 
and a corpus for classification. This approach also includes semantic 
trees for representing each sense. Merhbene et al. (2013) introduced a 
weighted directed graph-based method using the Arabic WordNet Fell-
baum et al. (2006) and a corpus. The Arabic corpus is utilized to build 
clusters of senses that correspond to some ambiguous Arabic word 
senses to describe. A recall score of 83 % was achieved for classification, 
higher than that reported by k-nearest neighbor algorithms. 

All the previously mentioned machine learning approaches have 
based their model assessment on performance metrics like accuracy and 
F1-score. However, in the case of WSD, one must rely on more than just 
high values for model evaluation. Arabic polysemous words have a 
minimum of two senses per word. This difference between senses will 
lead to unbalanced WSD datasets where some polysemous words have 
two senses and others more. Consider a dataset where word senses range 
from 2 to 8. The inability to disambiguate a few words with only two 
senses has a relatively minor impact on overall model evaluation metrics 
due to their lower weight than the rest of the dataset. Therefore, a 
comprehensive assessment of Arabic WSD models must be considered. 

2.2.2. Knowledge-based approaches 
In Arabic, various WSD knowledge-based approaches have been 

proposed. Alian et al. (2016) developed a method that utilizes open- 
source resources and retrieves ambiguous word senses from Wikipe-
dia. The text is preprocessed, and senses are described as vectors, with a 
cosine similarity applied to disambiguation. Their algorithm has three 
steps: text preprocessing and ambiguous word determination, searching 
for the ambiguous word in Wikipedia, and applying vector space model 
and similarity measures to extract the meaning. Alkhatlan et al. (2018) 
incorporated state-of-the-art techniques such as GloVe. They addressed 
the limitation of representing word meanings as a single vector by 
leveraging Arabic WordNet Fellbaum et al. (2006) to compute embed-
dings for each sense. 

Zouaghi et al. (2011) introduced a gloss-based approach to 
computing the overlap of sense definitions, using resources such as the 
AWN and the Simlch score. They assessed the variants of the LESK al-
gorithm by experimenting and introducing modifications to disambig-
uate Arabic words. The original LESK algorithm achieved a 59 % 
accuracy by utilizing an Arabic dictionary and Al-Sulaiti and Atwell 
corpus Al-sulaiti and Atwell (2003). Abdelaali and Tlili-Guiassa (2022) 
used gloss and context overlap and proposed a method based on the 
LESK and Cuckoo Optimization Algorithm. English pre-trained word 
embeddings were used due to a shortage of Arabic lexical resources. 
Their results show a significant improvement compared with the base-
line method. These knowledge-based methods can provide valuable 
information and contribute to the Arabic WSD field. However, these 
approaches rely on lexical resources, and the Arabic language still lacks 
the presence of a comprehensive resource. The available lexical re-
sources only include some Arabic words or some senses per word. 
Additionally, relying on English lexical resources might not be efficient 
since machine translation depends on WSD and can yield incorrect re-
sults. On the other hand, manually translating Arabic text requires 
human intervention, effort, and time. 

Graph-based approaches have also been proposed in the literature. 
Corrêa Jr., Lopes, and Amancio (2018) introduced a statistical model to 
address textual ambiguities by focusing on the semantic relationships 
between feature words and target words. This method employs graph 
networks for representing text and establishes a structure for disam-
biguating word senses. The graph network comprises layers representing 
feature words and target words, emphasizing their semantic connections 
while overlooking relationships among feature words. Notably, their 

approach demonstrates promising performance, especially when utiliz-
ing local word extraction to capture semantic contexts. This method 
proved effective in disambiguating words, even when faced with limited 
data, and in specific cases, it outperformed the support vector machine- 
based WSD model. 

Corrêa Jr. and Amancio (2019) proposed a disambiguation method 
that uses recent findings in word embeddings to create context embed-
dings. Their disambiguation algorithm does not rely on any structured 
knowledge sources. They employed a bipartite network framework to 
tackle word sense disambiguation, representing ambiguous words as 
nodes connected when their context embeddings demonstrate similar-
ity. Subsequently, they applied a clustering algorithm to these embed-
dings to identify the precise sense for each ambiguous term. The 
proposed method outperformed other state-of-the-art algorithms. 

A graph-based WSD method with multi-knowledge integration is 
proposed by Lu et al. (2019). The proposed graph model combines 
diverse Chinese and English knowledge resources through word sense 
mapping. Three evaluative word similarity measures characterize their 
method. First, the content words in an ambiguous Chinese sentence are 
identified and linked to their English counterparts using BabelNet. Then, 
English word similarity is calculated based on English word embeddings 
and the knowledge base. Chinese word similarity is computed using 
Chinese word embeddings and HowNet. The word similarity weights are 
optimized through a simulated annealing algorithm to derive their 
overall similarities, which are employed in the creation of a disambig-
uation graph. This graph is then evaluated by a graph scoring algorithm, 
which determines the significance of each word sense node and iden-
tifies the correct senses for the ambiguous words. 

Quispe, Tohalino, and Amancio (2021) proposed a method to 
enhance word co-occurrence networks for text analysis, offering valu-
able improvements for WSD. Enhancing this network is crucial for un-
derstanding semantic similarity among words. The methodology 
comprises four key steps: first, network construction, involving the 
mapping of texts into co-occurrence networks while considering or 
disregarding stop words; next, network enrichment, where virtual edges 
are introduced based on the similarity of word embeddings; followed by 
network filtering to eliminate spurious links; and concluding with 
feature extraction from the resulting network for pattern classification. 
The authors employed diverse word embeddings, such as GloVe, Fast-
Text, and Word2Vec, to measure semantic similarity using the cosine 
similarity measure between word vector representations. Their findings 
indicate that this approach significantly improved classification sys-
tems, providing compelling evidence for its efficacy in disambiguating 
words within a classification context. 

2.2.3. Hybrid approaches 
In the literature, a combination of different WSD methods, known as 

hybrid approaches, has been proposed. A hybrid method combining 
knowledge-based and unsupervised techniques to develop an Arabic 
WSD system was presented by Zouaghi, Merhbene, and Zrigui (2012a). 
The unsupervised method focuses on word sense recognition possibil-
ities, while the knowledge-based approach selects the most suitable 
sense based on options given by an undirected algorithm. A 73 % ac-
curacy was achieved with the hybridization of LESK. Another hybrid 
algorithm combining knowledge methods, such as conceptual density 
and random walk, with graph methods has been introduced by Abder-
rahim and Mohammed El Amine (2022). They have utilized the Arabic 
Wordnet Fellbaum et al. (2006) to get the word senses. Their WSD al-
gorithm increased their information retrieval system by 12 % in F1- 
score terms based on a medium-sized corpus. Zouaghi, Merhbene, and 
Zrigui (2012b) proposed a hybrid approach combining knowledge- 
based and unsupervised WSD methods. They applied preprocessing 
steps for ambiguous corpus texts, identified critical words that affected 
their meaning, and used a context-matching algorithm. This algorithm 
will calculate a semantic coherence score to determine the context of use 
that is semantically equivalent to the first words. The system has 
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achieved a precision of 79 %. These hybrid approaches suffer from 
complexity as they combine two different WSD approaches. 

3. Arabic morphology 

3.1. Sense variation 

The Arabic language is rich and complex, carrying out different 
senses of polysemous words at multiple levels. According to Farghaly 
et al. (2009), senses may vary based on multiple conditions. The sense 
variation is based on the following: 

Interdomain information ambiguity: Arabic words carry different 
meanings in various domains or fields of knowledge. For example, 
the Arabic word “ حاتفم ” (miftAH) has multiple senses that can refer 
to a physical object (Key) or a domain of information retrieval or 
computer programming (Keyword). 
POS tag ambiguity: Arabic words have different meanings based on 
their grammatical function in a sentence. For example, the term “ بهذ ” 
(*ahab) can be a verb referring to an act of leaving or a noun that 
means gold. 
Named entity ambiguity: a single Arabic word might refer to multi-
ple entities, such as people, animals, places, and organizations. For 
example, the name “ اشر ” (ra$A) can refer to a person’s name or an 
animal name, the small dear. 
Content and function word ambiguity: Arabic words can function as 
content words (nouns, verbs, adjectives, and adverbs) and function 
words (pronouns, prepositions, conjunctions, articles, and auxiliary 
verbs). For example, “ ملأ ” (>lam) can be a content word as a noun 
referring to pain, an interrogative pronoun used to ask for informa-
tion or a relative pronoun that introduces a clause that describes or 
provides additional information. 

3.2. Challenges in Arabic 

A word in Arabic language is complex, and its complexity affects the 
performance of WSD systems. This difficulty has made the performance 
of Arabic NLP systems lag behind the literature in other languages. The 
language complexity occurs due to its agglutinative nature, inflectional 
properties, and the removal of diacritics that aid the pronunciation. 
Normalizing Arabic text in most published Arabic articles has increased 
the language complexity. These language challenges introduce 

significant ambiguity, posing challenges for computers in predicting 
word senses accurately within the context. Table 1 provides examples 
from the web illustrating these three limitations in Arabic writing and 
how they affect ambiguity. Diacritics, which act as short vowels, are 
essential for conveying pronunciation, grammatical features, and word 
meanings in Arabic. Their absence in many text sources results in words 
that share identical spellings but possess different meanings and pro-
nunciations, making it hard for machines to extract the intended sense. 
Table 1 provides an undiacretized example of the word “ لجأ ” with three 
different meanings and pronunciations. 

The normalization process is employed in Arabic text processing 
because Arabic letters can have different variants, such as “إ” (alif with 
hamza below), “أ” (alif with hamza above), “آ” (alif with madda), and 
other similar variations. These variants are transformed into the stan-
dard Arabic letter “ا” (alif) during normalization to ensure a consistent 
and uniform representation of words. Text in Arabic articles is often 
normalized to improve search and retrieval. This process often leads to 
the loss of sense information, further increasing ambiguity. One example 
of normalization is presented in Table 1. This example shows the 
removal of the hamza in the word “ رأث ” (va > or), transforming it into
“ راث ” (vAra). Thus, obscuring the semantic and morphological distinc-
tions between the two distinct words “ رأث ” (va > or) and “ راث ” (vAra); 
such normalization can pose challenges for WSD systems, as they may 
struggle to differentiate between words that have lost some of their 
original semantic structure. 

Arabic’s agglutinative nature, where prefixes, suffixes, and mor-
phemes attach to root words to convey various meanings, generates 
many closely related word forms with distinct senses. This word repre-
sentation increases the complexity of sense disambiguation. Table 1 
shows two examples, first showing how suffixes and prefixes are added 
to the word as in “ مهوركذتيو ” (wayata*ak ~ arwhum) and
“ اهومكانيقسأف ” (fa > soqayonAkumwhA) that are variation of the base 
form “ ركذت ” (ta*ak ~ ara) and “ ىقس ” (saqaY) respectively. 

Arabic is a highly inflected language, which can introduce polysemy 
due to variations in number and gender. This inflection primarily occurs 
through the addition of suffixes, prefixes, or infixes to words. Consider 
the word “ ةسردم ” presented in Table 1; it can represent a female teacher, 
which is an inflected word derived from “ سردم ,” or it can refer to a 
school. This variation of senses highlights how even alterations in the 
structure of a word can result in entirely different interpretations or 
meanings. This characteristic of Arabic adds word ambiguity. 

Table 1 
Unique source of ambiguity in the Arabic language.  

Ambiguity 
Source 

Example Polysemous 
word 

Transliteration Translation 

Diacritics لاموصلايفةينطولاةحلصملارمتؤماددجملجأ لجأ . >uj ~ ila The national reconciliation conference in Somalia has been postponed 
again. 

قيفوتلاءامسلانملزنياملجأ لجأ . >aj ~ al ~ a Success is the most sublime thing that can be earned. 
نيبهيلعقفتملالجألادنعميلستلامتيملول
نأنيبهيفيرتشملاريخييرتشملاوعئابلا

نمثلاذخأيوأدقعلاخسفي . 

لجأ >ajal If delivery is not made by the deadline agreed upon between the seller 
and the buyer, the buyer can either cancel the contract or take the price 
back. 

Normalization ضارغأوةديدعبابسألميدقلايرصملاراثدقو
ةعونتم . 

راث vAra The ancient Egyptians revolted for many reasons and diverse 
purposes. 

ارودةيكريمألاديردمنبورةسسؤمتبعلو
لئابقلاربعراثلاةبراحمشاعنإيفايباجيإ

مهسفنأ . 

راث va > or The Robin Madrid Foundation played a positive role in reviving the 
fight against revenge through the tribes. 

Agglutinative مهوركذتيو ركذت wayata*ak ~ 
arwhum 

and they remember them. 

اهومكانيقسأف ىقس . fa >
soqayonAkumwhA 

So, we gave it to you to drink. 

Inflection عمتجملاةيمنتيفلاعفلكشبةسردملامهست،
ةيبرتيفةرسألادعبةيساسألاةنبللايهف

مهتايصخشومهبهاوملقصو،مهميلعتو،لافطألا . 

ةسردم mdrsp School plays a significant role in the development of society. It is the 
cornerstone, following the family, in raising and educating children, 
nurturing their talents, and shaping their personalities. 

ءدبنمةرتفدعبتايضايرلاةدامةسردمبايغنإ
يفتابلاطلاءادأىلعرثأدقيساردلالصفلا

لصفلاةياهنناحتما . 

ةسردم mdrsp The absence of the mathematics teacher for a period after the start of 
the academic semester has affected the performance of the female 
students in the end-of-semester exam.  

S. Kaddoura and R. Nassar                                                                                                                                                                                                                   



Journal of King Saud University - Computer and Information Sciences 36 (2024) 101911

6

4. Dataset 

4.1. Data collection 

The Arabic language, considered a hot research area for the WSD, is 
challenging. Several studies have been conducted to resolve the problem 
of WSD, but there is a lack of publicly available data. Therefore, col-
lecting a WSD dataset was an essential step toward developing accurate 
language models and algorithms that can be used effectively. For this 
purpose, a dataset of MSA’s hundred most common polysemous words 
was collected. Each word has multiple senses or meanings based on the 
most commonly used senses in the language; the sense per word ranges 
between three and eight. Table 2 presents samples from the dataset. 

Two methods are used for the creation of this dataset: Firstly, web 
scraping data and secondly, manual sorting of sentences and senses. The 
first step is to collect the polysemous words and their senses, which will 
form the basis of the dataset. A Python code that utilizes a library called 
Beautiful Soap is used to collect sentences from Wikipedia Foundation 
(2023) containing the target word. This approach leverages web 
scraping techniques to extract relevant sentences demonstrating the 
different senses of polysemous words. A substantial amount of data can 
be collected in this automatic approach. However, Wikipedia does not 
contain words with all their meanings, so manual sorting is used. 

Following the data crawling step, manual sorting is performed to 
ensure the accuracy and relevance of the collected sentences. It involves 
carefully examining each sentence and assigning it to the proper 
meaning of the word based on electronic dictionaries like Almaany 
(2023) and Lexicon Alsharekh (2019). A native Arabic speaker collected 
the dataset. After that, another native Arabic expert volunteered to 
check the annotations for each polysemous word. In some cases, there 
may be missing sentences for certain senses. Therefore, further searches 
on the Internet are carried out to ascertain appropriate sentences 
representative of missing senses and complete the dataset. Data from 
various Web sites such as AlJazeera (2023b), Documentary AlJazeera 
(2023a), Altibbi (2023), Arabia Weather (2023), Shifa (2023), Arabia 
CNN (2023), Arabia BBC (2023), Arabic Post (2023), and Argaam 
(2023) are collected in this step. This step ensures that each polysemous 
word has comprehensive coverage of its senses. More than one website 
has been used to ensure that collected data is not limited to a single 
category or a particular way of writing. 

Due to the limited availability of text on the Internet, several chal-
lenges have been encountered while collecting data. The dataset suf-
fered from missing samples even after manual sorting, although the 
word senses are listed based on their popularity and usage in MSA. 
Therefore, the diversity and comprehensiveness of examples for certain 
senses will be restricted. Thus hindering the model’s ability to learn and 
generalize accurately for those senses with limited examples. There are 
two limitations in this respect, for example: 

Similar sentences from different websites were occasionally 
encountered, potentially introducing bias into the dataset. For 
instance, the word “ دحأ ” (>uHud), when referring to the name of a 
mountain, was frequently paired with the term “battle” due to his-
torical associations. This redundancy could mislead the model to 
associate the term “>uHud” solely with the concept of battle, leading 
to biased and inaccurate predictions. 
Insufficient Sentence Count: Some words, such as “ هات ” (tAha) with 
the meaning “Boastful,” lacked the availability of 10 sentences in the 
dataset. 

Efforts have been made to look for diverse Web data to alleviate these 
limitations. In case no data was found, GPT 3.5 was used to generate 
sentences where insufficient data exists. Algorithm 1 shows the 
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algorithm used for data collection.  
Algorithm 1 Data collection and annotation approach 

Input: URL to scrape, u  
Set of polysemous words, p 

Output: Set of sentences, s 
1: import the scraping library 
2: for each polysemous word, p in p do 
3:  use the scraper to download content from website u 
4:  extract text that contains the polysemous word p from the content 
5:  add extracted sentences with corresponding polysemous word p to s 
6: end for 
7: check s manually 
8: assign correct senses to s based on the dictionary 
9: check for missing data 
10: perform a web search to ascertain appropriate sentences for missing senses 
11: use GPT3.5 to fill in missing data 
12: check GPT3.5 generated data manually  

4.2. Comparison with other datasets 

The dataset set out in this paper has been systematically collected to 
demonstrate high completeness and systematicity. This intended 
approach makes it distinct from other current datasets with more 
polysemous words but lacks systematicity and completeness in their 
samples. The reason behind the following approach provided in section 
4.1 is as follows:  

• The completeness of sentence examples per sense maintains 
contextual coherence and offers a more representative depiction of 
natural language usage. Incomplete sentences, often present in other 
datasets, may introduce ambiguity and noise into the dataset.  

• The consistency in sample size for every sense of the target words is 
pivotal for meaningful and unbiased evaluation of WSD models. 
Datasets with varying example counts for different senses can lead to 
biased sense decisions. 

The approach followed for data collection shows its comprehen-
siveness despite consisting of 100 polysemous words. This comprehen-
siveness has made it a valuable resource for WSD tasks. Distinct from 
other Arabic WSD datasets, it comprises complete sentences as examples 
for each sense. Moreover, the data is sourced from various domains to 
build diverse data and reduce bias when training WSD models. 
Comparing the dataset presented in this paper with the publicly avail-
able dataset published by El-Razzaz et al. (2021) will show how valuable 
the collected data is for Arabic WSD research. The comparison is made 
with El-Razzaz et al. (2021) since it is the only data available online. El- 
Razzaz et al. data is large yet not comprehensive. A WSD system trained 
on this data will not learn different word senses efficiently. It includes 
incomplete sentences as examples for some senses. Besides, it is built to 
have a single correct example corresponding to a sense. Therefore, the 
WSD system will not learn different word senses effectively, and bias 
will be introduced. Table 3 compares the proposed data with El-Razzaz 
et al. data, showing the comprehensiveness of the proposed dataset. As 
shown in the table, some examples in the ElRazzaz et al. dataset include 
two words that do not compose a complete sentence and are not 
considered beneficial to extract contextual information for a given sense. 

4.3. Statistical analyses 

Different statistical analyses have been carried out to improve the 
dataset’s clarity and readability. These include examining the distribu-
tion of senses per word, assessing the richness and diversity of the vo-
cabulary in the dataset, measuring the proportion of content words that 
possess meanings, evaluating the distribution of POS, analyzing the 
word categories, and studying the POS associated with different senses. 

4.3.1. Distribution of senses per word 
The resulting dataset comprehensively encompasses multiple senses 

associated with each polysemous word, resulting in 3670 instances. The 
data collection process provides a distinctive and representative set of 
sentences that exhibit the various meanings of words in diverse 
contextual settings. Table 4 summarizes the distribution of polysemous 
words, their associated senses, and the total examples provided per 
word. This table also offers a comparative analysis between the dataset 
introduced in this paper and the dataset proposed by El-Razzaz et al. 
(2021), which is the only dataset available online. 

The ratio of total examples per word to the number of senses per 
word is used to measure the discrepancy of El-Razzaz et al. (2021) 
dataset. This ratio reveals that the proposed dataset provides a more 
diverse and contextually rich collection of examples, with each sense 
being exemplified by ten sentences. Conversely, in the dataset created by 
El-Razzaz et al. (2021), each sense is represented by a singular sentence 
example, which is insufficient for the model to understand context and 
meaning effectively. Furthermore, as elucidated in Table 3, these sen-
tences within the El-Razzaz et al. (2021) dataset are occasionally frag-
mentary and incomplete. This shows that the dataset lacks 
comprehensiveness. 

4.3.2. Corpus statistics 
The resulting dataset is a collection from multiple resources to get 

more diverse and extensive data. Table 5 summarizes the corpus sta-
tistics considering the origin where samples are collected, the number of 
tokens, unique tokens, and context sense pairs. It shows the vocabulary 
diversity and richness exhibited by the text from each source for 
handling polysemy. The ’Number of Tokens’ in each source represents 
the volume of textual data, with larger values for sources like “Other 
sources,” “Aljazeera,” and “Arabia Weather.” The ’Number of Unique 
Tokens’ denotes vocabulary richness, with sources like “Aljazeera 
Documentary,” “Argaam,” “CNN Arabia,” and “Wikipedia” showcasing 
the highest proportion of unique tokens. The reliability of sources, such 
as “Wikipedia” and “Aljazeera,” and the specificity of content, as in 
“Altibbi” and “Arabia Weather,” are crucial considerations. They offer 
well-structured, high-quality content containing general and domain- 
specific polysemous words that could be beneficial for generalizing 
WSD tasks related to those domains. 

Table 6 presents a comparative analysis of the total number of tokens 
within the dataset introduced in this paper and the El-Razzaz et al. 
(2021) dataset. While the El-Razzaz et al. (2021) dataset is notably more 
extensive in data size, containing much more polysemous words, it falls 
significantly short regarding the total and unique tokens it encompasses. 
The total number of tokens and the count of unique tokens in the pro-
posed dataset are approximately double that found in the El-Razzaz et al. 

Table 3 
Comparison between the collected dataset and the dataset published by El-Razzaz et al. (2021).  

Word Sense Sense 
Translation 

Sample from proposed Dataset Sample from El-Razzaz et al. (2021) 
Dataset 

ملأ
(>alam) 

ديدشعجو . Ache ةفرعمو…ةيديوريتسلاريغباهتلالاتاداضمولوماتيسارابلالثمملألاتانكسمدعت
اهببستدقيتلاةيبناجلاراثآلا . 

مالآولامآ - ، . 

نهد
(dahon) 

:هوحنورادجلانهد
هؤالط . 

Painting لضفأةيطغتلشرةنيكامبةناعتسالاوأناهدلاةاشرفبامإرادجلانهدمتي نهدردصم -: . .  
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(2021) dataset. In WSD, the data quality, especially regarding token 
variety and diversity, is crucial. The proposed dataset takes the lead in 
this context, offering a richer vocabulary and a more comprehensive 
understanding of word meanings. For machine learning models that rely 
on these datasets, diverse and extensive vocabulary availability is 
paramount, ensuring that they can effectively grasp the nuances of 
language and semantics. 

4.3.3. Vocabulary density 
The Vocabulary Density (VD) metric is used to analyze and under-

stand the WSD data. This metric measures the richness and diversity of 
the vocabulary within a dataset. It can provide information about the 
dataset’s completeness and level of ambiguity. Two variables are 
required for calculating VD: the number of unique words and the overall 
number of words. The general equation of VD is presented in (1): 

VD =
uw
tw

(1)  

where uw is the number of unique words, and tw is the total number of 
words. 

The generated data is composed of a hundred words, each with 
multiple senses. First, the VD is calculated per sense, then the average 
value per all senses is evaluated to compute the VD value per word. The 
per sense calculations are found in (2): 

VDs =
uws

tws
(2)  

where uws is the total number of unique found in the total sentence 

examples in a given sense s and tws is the total number of words in all 
sentences in a sense s. The average VD per all senses is displayed in (3). 

VDpw =

∑n
i=1VDsi

|S(wi)|
(3)  

where VDsi is the VD value for word s in a sense i and |S(wi)| is the total 
number of senses of the word i. 

Fig. 1 shows the VD value per polysemous word. It ranges between 
0.72 and 0.88, meaning there are many unique words due to the rela-
tively high vocabulary density. This VD range indicates linguistic di-
versity in this data, suggesting moderate ambiguity. Word 
disambiguation may require careful analyses and consideration to 
differentiate between distinct word senses accurately since this category 
has many different unique words or senses. 

Fig. 2 displays the VD of the El-Razzaz et al. (2021) dataset. In this 
context, VD values vary between 0.5 and 1. A VD of 0.5 indicates that 
half of the words are unique for a given set of words, and the other half 
are repetitions of words already present. A VD of 1 suggests that all the 
words in each context are unique. However, some context samples in 
this dataset consist of only two words. Even if all the words are unique, 
the context might not be linguistically diverse or meaningful. Therefore, 
a VD of 1 does not necessarily reflect significant linguistic diversity in 
such situations. 

4.3.4. Lexical density 
The Lexical Density (LD) measurement was carried out to study the 

richness and clarity of the dataset. This metric allows understanding the 
distribution of content words (i.e., nouns, verbs, adjectives, and ad-
verbs) in different senses of polysemantic words. LD provides insight 
into how distinct and informative examples are for individual senses. 
The computation is done by measuring the number of content words 
concerning the total number of words within the text of a single poly-
semous word. It will provide valuable information about the nature of 
the WSD dataset and its possible impact on disambiguating words. The 
LD calculation is performed based on a formula presented in (4), with 
the first step consisting in measuring LD per sense: 

Table 4 
Word senses distribution per target polysemous word.  

Number of Senses 
Per Word 

Proposed Dataset El-Razzaz et al. (2021) Dataset 

Total Examples Per 
Word 

Total Word Count 
Per Sense 

Ratio of total examples 
per sense 

Total Examples Per 
Word 

Total Word Count 
Per Sense 

Ratio of total examples 
per sense 

3 30 57 10 3 1110 1 
4 40 30 10 4 512 1 
5 50 6 10 5 256 1 
6 60 4 10 6 132 1 
7 70 2 10 7 67 1 
8 80 1 10 8 52 1  

Table 5 
Word senses distribution per target polysemous word.  

Source Number of 
Tokens 

Number of Unique 
Tokens 

Number of Context 
sense pairs 

Argaam 719 494 101 
Aljazeera 

Documentary 
840 590 57 

CNN Arabia 906 619 102 
BBC Arabia 1764 1056 193 
Shifaa 3243 1744 340 
Wikipedia 4789 2769 580 
Arabic Post 6528 3726 736 
Altibbi 7263 3485 739 
Arabia Weather 13,131 6198 1251 
Aljazeera 40,884 16,277 4375 
Other sources 50,254 20,491 6008  

Table 6 
Comparison between total and unique tokens within the proposed and El-Razzaz 
et al. (2021) dataset.  

Dataset Total Number of 
Tokens 

Total Number of Unique 
Tokens 

Proposed Dataset 130,321 57,449 
El-Razzaz et al. (2021) 

Dataset 
69,134 25,640  

Fig. 1. Vocabulary density for the collected dataset.  
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LDs =
cws

tws
(4)  

where cws is the total number of content words found in the total sen-
tence examples in a given sense s and tws is the total number of words in 
all sentences on a sense s. Then, LD per polysemous word is measured 
using (5). 

LDpw =

∑n
i=1LDsi

|S(wi)|
(5)  

where LDsi is the LD value for word s in a sense i and |S(wi)| is the total 
number of senses of the word i. 

Fig. 3 depicts the LD for each polysemous word in the dataset. It 
shows that the LD value ranges between 0.519 and 0.717. It indicates 
that the sense being considered has a moderate to high amount of 
information-rich content words. The moderate LD value could indicate 
that the sense is relatively informative or contains substantial, mean-
ingful content for disambiguation. A higher lexical density implies that 
the examples contain more relevant content words, which can poten-
tially aid in distinguishing between different senses of a word. 

Fig. 4 presents the LD distribution of Arabic polysemous words 

Fig. 2. Vocabulary density for El-Razzaz et al. (2021) dataset.  

Fig. 3. Lexical density for the collected dataset.  

Fig. 4. Lexical density for El-Razzaz et al. (2021) dataset.  
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within the El-Razzaz et al. (2021) dataset. The Figure shows that the LD 
ranges from 0 to 1. This variation captures the variability in LD, signi-
fying the proportion of content words to the total number of words 
across instances. Instances with lower LD values indicate a prevalence of 
function words, potentially lacking informative content crucial for 
effective WSD. Conversely, instances with higher LD values suggest a 
denser information load, posing challenges for the model in discerning 
subtle differences in word sense. 

In contrast to the El-Razzaz et al. (2021) dataset, the proposed 
dataset in this paper demonstrates a more balanced dataset, making it 
more suitable for the WSD task. Consistently maintaining a moderate to 
high lexical density, the proposed dataset is well-suited for training 
models that aim to capture both the complexities of language and the 
distinctions in word senses. These characteristics make the proposed 
dataset more optimal for achieving effective WSD outcomes. 

An extensive dataset with a hundred polysemantic words is crucial 
for implementing WSD systems. Even though other datasets are larger, 
they often lack comprehensiveness. These resources may exhibit fewer 
instances per sense and an uneven distribution across different mean-
ings, potentially leading to biases in the model’s learning process. The 
manually curated dataset of one hundred polysemantic words addresses 
these concerns by prioritizing depth and balance. It is collected to ensure 
an even distribution of instances among different senses and prevents 
the model from favoring the majority of samples. Therefore, the 
emphasis should be on the dataset’s quality, diversity, and balance 
rather than solely on the quantity of words. 

4.3.5. Part of speech 
The overall distribution of the POS for each sense in the dataset is 

presented in Fig. 5. The dataset predominantly comprises noun types, 
with verbs as the second most frequent POS. Fig. 5 shows that approx-
imately 60 % of the senses correspond to nouns, while 31 % are verbs. 
The remaining 9 % of senses are distributed among proper nouns, ad-
jectives, adverbs, and negative particles. Following the dataset’s 
observed importance of noun senses, Arabic is characterized by a sig-
nificant degree of dominance in sense variations due to changes in POS. 
Most of the polysemous words appear to be nouns in this dataset. This 
variation does not affect the performance of the model as the sense 
variation appears in both nouns and verbs at most. 

Fig. 6 presents the distribution of POS tags in the El-Razzaz et al. 
(2021) dataset. In this dataset, nouns are the most prevalent, followed 
by verbs as the second most frequent POS tag. Approximately 52 % of 

the dataset’s senses are nouns, while 35 % are verbs. This distribution 
closely aligns with the POS tag distribution in the collected dataset, as 
shown in Fig. 5. The observed pattern suggests that polysemy in Arabic 
words is primarily found in nouns and verbs. 

Fig. 6 introduces additional POS tag categories compared to Fig. 5, 
encompassing vocative particles, future particles, interrogative parti-
cles, focus particles, particles, prepositions, and subordinating con-
junctions. These POS types were excluded from the collected dataset, 
where the focus was on comprehensive data for the most common and 
widely used MSA words. The dataset presented in this paper emphasized 
identifying polysemy in content words, as they significantly impact 
overall ambiguity by conveying the primary meaning of a sentence. 
Certain function words were intentionally excluded. These words 
include future particles (“ الأ ” - that; indeed; oh; truly; lest; verily), 
emphatic particles (“ نإ ” – if, indeed, when), vocative particles (“ اي ” - 
hey), interrogative particles (“ ام ” - how much; which), focus particles
(“ امأ ” - but, however, concerning, indeed), subordinating conjunctions
(“ امنيب ” - while, during, although), and prepositions (“ ىلإ ” - to, for). 
These function words primarily contribute to grammatical structure and 
relationships between terms. While polysemy in function words may 
contribute to ambiguity, its impact is generally more limited than in 
content words. The data presented in this paper specifically focused on 
instances of polysemy in function words when the word is most common 
and exhibits an ambiguity involving both content and function words. 

4.3.6. Word category 
When dealing with MSA, it should be noted that each word sense is 

associated with a particular category, like sociology, physiology, anat-
omy, and others. Consequently, manual labeling of the word categories 
was carried out. The distribution of each category in the dataset has been 
presented in the bar plot depicted in Fig. 6, arranged in a descending 
order. It is observed that the category of “act” emerges as the most 
prevalent category among the senses. This domination is also illustrated 
by Fig. 3, as the noun and the verb are the most prevalent POS tags in the 
dataset. For example, the word “ كرت ” exemplifies this phenomenon, as it 
can be both a noun meaning to leave pronounced as (tarok) or a verb 
meaning left and pronounced as (taraka) while both are conveying the 
notion of action. 

Fig. 7 demonstrates that the second contributing category is general. 
In the dataset, the general category is added when a single sense can be 
used in multiple contexts, and each refers to a specific category. For 
example, the word “ رهوج ” (jawohar) is an adjective that is used to 

Fig. 5. POS tag distribution for all senses presented in the dataset.  
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describe something unique or beautiful. However, it might be describing 
a place (geography category), jewelry (fashion category), or building 
(architecture category). Thus, it belongs to the general category because 
it might be linked to multiple categories. 

5. Classification approach for word sense disambiguation 

The classification task for WSD is considered convenient when 
labeled data is available for training. Classification of word senses will 
allow the model to learn distinctions and contextual cues among various 

Fig. 6. POS tag distribution for all senses presented in El-Razzaz et al. (2021) dataset.  

Fig. 7. Category distribution for all senses presented in the dataset.  
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word senses. The preference for a classification model over clustering is 
particularly evident when certain senses exhibit shared contexts. 
Consider the Arabic word “ لصف ,” (fSl), which can refer to a semester, a 
classroom, or a book chapter. These three senses are closely related, 
potentially sharing similar contextual words. Opting for clustering in 
such cases may inadvertently introduce false positives, as clustering 
tends to group instances based on similarity, which might not align with 
the specific distinctions required in WSD. Therefore, a classification 
approach is more suitable for capturing distinct senses, ensuring a more 
accurate and context-aware disambiguation process. 

The disambiguation of words encompasses several consecutive steps. 
It begins with preprocessing Kaddoura et al. (2021), data preparation, 
feature extraction, and sense recognition. Diverse embedding tech-
niques exhibit tailored efficacy in addressing specific tasks or domains. 
Word2Vec and FastText embeddings prove exceptionally adaptable 
when dealing with limited training data, showcasing their ability to 
extract meaningful representations from sparse information. In contrast, 
BERT can capture intricate contextual nuances, demonstrating remark-
able resilience by sustaining high performance even with smaller 
training datasets. Hence, BERT possesses a distinctive quality that dis-
tinguishes it from methodologies reliant on extensive data for optimal 
results. The significance of this distinction becomes evident when 
considering related studies. Alkhatlan, Kalita, and Alhaddad (2018) 
achieved noteworthy results using skip-gram and GloVe, with a 
maximum accuracy of 82.17 % for SkipGram and 71.73 % for GloVe. 
Simultaneously, in the investigation by Alian and Awajan (2020), 
FastText displayed its effectiveness with a maximum accuracy of 46.6 %. 
These outcomes underscore the nuanced effectiveness of various 
embedding techniques. However, they also signal an opportunity for 
improvement, prompting the selection of BERT for the present research. 

Another advantage of utilizing BERT for Arabic WSD is its ability to 
comprehend the Arabic language’s complex contextual and bidirec-
tional aspects. BERT’s proficiency in understanding the context in which 
words operate extends to multiple languages, making it a versatile 
choice for Arabic WSD. BERT offers the flexibility of fine-tuning Arabic- 
specific WSD datasets, thereby enabling the adaptation to the nuances of 
the Arabic language. The transfer learning approach circumvents the 
necessity for extensively annotated corpora to enhance the development 
of Arabic WSD models. Given the scarcity of comprehensive WSD 
corpora for Arabic, this approach is beneficial. Previous approaches, 
including those presented by Elmougy et al. (2008), such as Naive Bayes 
(NB), did not achieve a high accuracy level of disambiguation, 75.80 %. 
Pre-trained transformer models consistently outperform other classical 
algorithms in various NLP applications. 

Thus, in this paper, the BERT model is applied to context sense pairs 
to classify the proper sense for ambiguous words. The pre-trained 
transformer model, BERT, is trained on a WSD-specific dataset con-
taining context, word senses, and meanings. BERT parameters are fine- 
tuned to align with language complexities, enhancing performance and 
accuracy in disambiguating word senses within context. 

Several data preparation steps are proposed to enhance the perfor-
mance of the suggested approach for disambiguation of the Arabic 
language. 

5.1. Preprocessing 

Most individuals do not use diacritics in their text. Although di-
acritics improve readability, they are not essential as human readers can 
easily comprehend the text. The absence of diacritics in most written or 
published Arabic articles is a significant reason for increasing linguistic 
ambiguity Kaddoura et al. (2022). Moreover, ambiguation increases 
with the normalization of most published texts and the agglutinative 
nature of Arabic. Data preprocessing has been carried out to allow 
efficient learning of the senses. Firstly, diacritics were removed from the 
data since some text found on the web includes diacritics. This step 
aimed to ensure systematic data since most samples in the dataset do not 
include diacritics. Furthermore, normalization was carried out to 
enhance the learning process of the model, transforming “ اآأإ ” into “ا” for 
consistency. Regarding the agglutinative nature, the AraBERT Antoun 
et al. (2020) tokenizer has been selected to tokenize the samples, 
transforming these words into multiple words. Fig. 8 illustrates the 
tokenization process. The agglutinative word is segmented into multiple 
tokens through the separations of pronouns like “ مهو ” and conjunctions 
like “و” from the target word. Algorithm 2 illustrates the implementation 
process for the preprocessing of Arabic words.  

Algorithm 2 Data preprocessing 

Input: set of sentences containing target words, s  
set of senses for target words, g 

Output: cleaned sentences tokens, cs  
cleaned senses tokens, cg 

1: import the Arabic letters and text manipulation library 
2: import bert_tokenizer 
3: for each sentence, s in S do 
4:  cleaned_sent ← Φ 
5:  for each word, w in S do 
6:   cleared_word ← transform “ اآأإ ” into “ا” 
7:   cleared_word ← remove diacritics 
8:   append cleared_word to cleaned_sent 
9:  end for 
10:  tokens ← bert_tokenizer(cleanedsent) 
11:  append tokens to cs 
12: end for 
13: for each sense, g in G do 
14:  cleaned_sense ← Φ 
15:  for each word, tw in G do 
16:   cleared_tw ← transform “ اآأإ ” into “ا” 
17:   cleared_tw ← remove diacritics 
18:   append cleared_tw to cleaned_sense 
19:  end for 
20:  tokens_g ← bert_tokenizer(cleaned_sense) 
21:  append tokens to cg 
22: end for  

As for root extraction, due to an ongoing problem with Arabic language 
processing in which there is a lack of accurate Arabic stemmers/lem-
matizers that could correctly extract word roots, it has not been possible 
to perform root extraction for all words. This limitation is essential, as 
incorrect stems can lead to different appearances of words, making it 
difficult for the model to learn correctly. Table 7 presents an example of 
stemming the words “ يمري ” (yaromy) and “ اهومكانيقسأف ” (fa >

soqayonA-kumwhA) using different stemmers. As demonstrated in the 
table, altering the word resulted in inaccurate stemming results. This 
limitation may adversely affect models, mainly when the terms “ ىمر ” 

Fig. 8. Tokenization examples.  
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(ramY) and “ ىقس ” (saqY) are used for disambiguation or analyses. Thus, 
the proposed model will not learn incorrect words by avoiding returning 
words to their root format. For this reason, stemming was not imple-
mented in this study. 

To demonstrate the impact of stemming on model performance and 
how it will influence contextual information due to variations in word 
forms, an evaluation of the stemmers presented in Table 8 is conducted 
using the dataset provided in this paper. The error percentages reveal 
that none of the stemmers effectively extracted the root forms of the 
polysemous words. The table shows that the Farasa stemmer is the most 
accurate, with the lowest error percentage of 10.48 %. However, 
although the percentage of error is considered low, wrong stem words 
will negatively affect the WSD model. To illustrate, an incorrect word 
stem will change the contextual embeddings of a given context, thus 
making it similar to a different word, increasing the disambiguation 
errors. 

5.2. Feature extraction 

Deep learning models can understand data only in numerical format; 
thus, numerical features must be extracted before training the AraBERT 
Antoun et al. (2020) model. The AraBERT model was selected over other 
pre-trained models because it consistently outperformed them. Ac-
cording to Al-Hajj and Jarrar (2022) and Saidi et al. (2023), AraBERT is 
considered the best-performing model for WSD. First, the data must be 
reshaped into sentences, sense pairs, and corresponding labels. All 
available senses are extracted for each polysemous word in the dataset, 
and combinations are made with each sentence and all senses. A zero 
label is assigned if the sense is incorrect, whereas one label is assigned 
for the correct sense. Two data shapes have been used. Table 9 illustrates 
a sample for a single sense for the polysemous word “ با ” (>b) for the 
data. It represents the data for a simple sequence classification task using 
BERT. The data presented in Table 9 is called a “sentence-sense dataset”. 
Considering the sentence and sense pairs, the dataset comprises 14,482 
samples. 

The polysemous target word is annotated to improve the model 
performance by enclosing it within double quotation marks. The anno-
tation is achieved by identifying the index of the target word within the 
sentence data and placing double quotation marks before and after it. 
Moreover, to imbue the senses with weak supervision, the target word is 
added before its corresponding meaning in the glosses. Table 10 depicts 
samples from sentence-sense pairs with weak supervision data. The data 
presented in Table 10 is referred to as a “sentence-sense with weak su-
pervision dataset.”. 

The Arabic WSD using BERT is a sequence classification task. Thus, 
each sample (sentence and sense/sense pair) in the dataset is combined 
using a ’[SEP]’ token before converting the sequence into features. In 
BERT, sentences are converted into tokens, and a ’[CLS]’ token is added 

at the beginning and a ’[SEP]’ token at the end. Fig. 9 illustrates a 
sample from sentence-sense after preprocessing and before conversion 
to features. It presents transforming sentences and senses into tokens 
and combining them into a single sequence. 

Next, the tokens are converted into features. Four BERT features are 
extracted: (1) input_ids, where the tokens are converted into IDs, also 
known as contextual embeddings. (2) attention mask, which consists of 
all ones and has a size equal to the length of the BERT tokens. (3) token 
type IDs, where “1″ is added for indices where the gloss is present in the 
sequence. (4) the label. After the data is converted into features, the 
maximum sequence length is 256. Consequently, zero padding is added 
to all features except the label, either 0 or 1, to ensure that all input 
features have the same length; if the sequence length exceeds 256, it will 
be truncated. Fig. 10 presents an example of input features for the data 
sample presented in Fig. 9. In this sample, token_type_ids are set to ”1″ at 
the index of the sense. 

Additional features have been concatenated with the BERT model to 
ensure the robustness of the WSD model. These features include POS 
tags and frequency counts, which will serve as a base to measure the 
level of disambiguation features. As for POS tags, as shown in Fig. 5, the 
polysemous word senses are divided into six tags (noun, verb, proper 
noun, adjective, adverb, and negative particle). The POS tags are first 
converted to IDs to incorporate them as features with the BERT model 
because deep learning models can only understand numerical data. 
Then, a new feature named “target_mask” consisting of the POS tag ID is 
introduced. The target_mask consists of all zeros, and the POS tag id is 
placed at the index of the target word in the sequence. As for frequency 
count, it is concatenated with the sequence of sentences and senses for 
adding emphasis. So, this frequency count feature is presented in the 
input_ids, and for word annotation, it is also added in the target mask. 
Fig. 11 illustrates the target mask for POS and frequency count. 

5.3. Sense recognition 

The AraBERT model Antoun et al. (2020) for sequence classification 
is used for sense recognition. The AraBERT model by Antoun et al. 
(2020) is fine-tuned by setting the maximum length to 256. The BERT 
model decides whether the sense corresponds to the sentence. The 
dataset is split into training, validation, and testing by a proportion of 
80:10:10. To ensure that all senses for each polysemous word exist in all 
trains, valid and test data are split systematically. The first 80 % per each 
sense is taken for training, the following 10 % for validation, and the last 
10 % for testing. To address WSD, BERT is used as a base model and 
trained multiple models, each with its own set of distinct and additional 
features. Training multiple models will help know the linguistic features 
or context contributing to sense disambiguation. Each model is evalu-
ated on the test data samples, and then statistics are performed to 
effectively assess the model efficacy for disambiguating words. The 
proposed experiments are as follows: a baseline model for sequence 
classification using BERT, an algorithm presented in Algorithm 3, that 
incorporates (1) the POS tags, (2) word frequency count, (3) weak su-
pervision, (4) weak supervision with the POS tag, (5) weak supervision 
with word frequency count, and (6) ensemble BERT. 

5.3.1. Experiment 1 POS-BERT 
A POS-BERT model enhances the baseline sequence classification 

BERT model when integrated with POS as an additional feature. In 
Arabic, POS is essential for understanding words with multiple mean-
ings. Including a POS tag as part of BERT would be beneficial in 

Table 7 
Example of word stemming using state-of-the-art stemmers.  

Word ISRI stemmer Snowball stemmer Lancaster stemmer Arabic LightStemmer Farasa CAMel Correct Root 

يمري مري مري يمري ىمر ىمر ىمر ىمر
اهومكانيقسأف ومكانيقسأف نيقسا اهومكانيقسأف اهومكانيقسأف اهومكانيقسأف اهومكانيقسا  ىقس

Table 8 
Percentage of error per stemmer.  

Stemmer Percentage of error 

ISRI stemmer  26.32 
Snowball stemmer  28.01 
Lancaster stemmer  50.35 
Arabic LightStemmer  35.08 
Farasa  10.48 
CAMel  14.93  
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disambiguating polysemous words since it directly corresponds with the 
sense of the word. Integrating POS tags into BERT will allow the model 
to understand word senses better, leveraging a direct correlation be-
tween POS information and word meaning. POS would be beneficial if 
the polysemous word sense is based on its grammatical context. A target 
mask for a POS tag feature, combined with BERT model features to 
display an annotation for the target word’s presence in context and its 
POS, can be seen in Fig. 11. This word representation will enable the 
WSD model to effectively disambiguate word senses by leveraging se-
mantic and syntactic cues. The implementation of POS-BERT is pre-
sented from lines 11 to 17 in Algorithm 4.  

Algorithm 3 Baseline BERT model for WSD sequence classification 

Input: cleaned sentences tokens, cs  
cleaned senses tokens, cg 

Output: label, l {0,1}  
set of percentage of error per word, pe  
average percentage of error, ape  
number of errors per word, ne 

1: import the required modules 
2: bert_tokens ← concatenate cs and cg using the ’SEP’ token 
3: insert ’CLS’ token at the beginning of bert_tokens 
4: insert ’SEP’ token at the end of bert_tokens 
5: input_id ← obtain contextual embeddings for bert_tokens 
6: attention_mask ← create a list of ones with the length of bert_tokens 
7: token_type_id ← create a list of zeros with the length of cs + 2 
8: token_type_id += create a list of ones with the length of cg + 1 
9: pad input_id, attention_mask, token_type_id with zeros to a length of 256 
10: run the BERT model on the padded inputs 
11: predict word senses for the test data 
12: pe ← calculate the percentage of error per target word in the test data 
13: ape ← calculate the average percentage of error for the entire test data 
14: ne ← count the number of errors per target word in the test data  

5.3.2. Experiment 2 Frequency-BERT 
Including word frequency count in the baseline BERT model will help 

improve the predictions for WSD. The integration of frequency feature is 
chosen due to Zipf’s principle, which significances the relation between 
word frequency and the number of meanings Zipf (1945). The 
Frequency-BERT introduces a quantitative measure for disambiguation, 
where it balances contextual information and the frequency of rare 
words. By utilizing this feature, the frequency of polysemous words 

appearing in Arabic may be deduced, and the relevant impact on their 
inherent misunderstandings can be observed. Algorithm 4 depicts how 
the frequency count feature is integrated with BERT features. Its 
implementation is presented in lines 18 to 27 in Algorithm 4. 

5.3.3. Experiment 3 weak supervision 
In the literature Huang et al. (2019), weak supervision is introduced 

to improve the performance of the baseline BERT model for sequence 
classification tasks. It facilitates the annotation of the target word and its 
associated sense. By incorporating weak supervision, the model’s ability 
to correctly identify and classify the target polysemous word in context 
is enhanced, ultimately leading to improved overall performance. Using 
weak supervision complements the existing BERT model’s capabilities. 
It allows the use of additional information and knowledge sources to 
analyze target words and their corresponding meaning better, which 
results in more precise and effective sequence classification. Algorithm 4 
presents the BERT model with weak supervision in lines 28 to 31. It is 
very similar to the baseline BERT model; however, the difference is in 
the dataset shape. 

5.3.4. Experiment 4 weak supervision POS-BERT 
A combination of POS-BERT with weak supervision is essential in 

improving the accuracy and effectiveness of sequence classification 
tasks. POS-BERT influences the power of the baseline BERT model and 
the inclusion of POS tags, which serve as valuable indicators for 
disambiguating polysemous words. This integration enables a more 
morphological understanding of word senses and improves the model’s 
ability to annotate the target word and its corresponding sense accu-
rately. This combination combines the strengths of POS-BERT and weak 
supervision, resulting in a more robust and efficient WSD system for 
classifying sequences to demonstrate improved accuracy in categorizing 
target words according to their different contexts. POS-BERT with weak 
supervision implementation is depicted in Algorithm 4 from line 32 to 
35. 

5.3.5. Experiment 5 weak supervision Frequency-BERT 
The model better understands the relationships between word senses 

and their corresponding frequencies by incorporating word frequency 
count with the weak supervision framework. This combination allows 

Fig. 9. Preprocessing and sequence formation.  

Fig. 10. Features extracted.  

Fig. 11. POS and frequency feature extraction.  
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the model to capture better the morphological distinctions and disam-
biguation cues present in the data, thereby enhancing the robustness of 
the BERT sequence classification task. By leveraging both word fre-
quency count and weak supervision, the model can make more informed 
predictions, leveraging the statistical regularities of word usage in 
context to improve the accuracy and precision of sequence classification. 
Ultimately, this integration empowers the model to achieve higher 
performance in disambiguating target words and assigning them to their 
appropriate senses. Algorithm 4 illustrates the implementation of 
Frequency-BERT with weak supervision in lines 36 to 39. 

5.3.6. Experiment 6 ensemble BERT 
Ensembling the previously mentioned models, namely POS-BERT, 

BERT with frequency count, weak supervision, POS-BERT with weak 
supervision, and frequency count BERT with weak supervision, will 
allow for improving the performance of the WSD system. Each model 
contributes unique features and techniques that address different as-
pects of the WSD problem. The strengths of individual models are 
merged by combining them through an ensemble. This ensemble 
approach works through weighted soft voting for the predictions of 
previously mentioned BERT-based approaches. It assigns higher weights 
for the more accurate models and thus exploits the shared knowledge 
and capabilities of these models. Algorithm 4 presents the ensemble 
BERT WSD algorithm. 

6. Experimental results and analyses 

6.1. Analysis of proposed models 

The WSD BERT proposed models are included for comparison. 
Table 11 presents the F1 scores, the minimum and maximum number of 
errors per word, and the average error percentage for the implemented 
WSD models. The baseline BERT model with a frequency count reported 
the lowest F1- score, about 0.91. The lower score is because WSD is 
treated as a BERT sequence classification with no specific annotation for 
the target polysemous word. However, the F1-score remained high, 
indicating the ability to predict whether a sentence with a target word 
matches the suggested definition based on context. 

Incorporating the POS tag with the baseline model resulted in an F1- 
score of 0.9167. POS tag provides information for different senses of a 
word and helps with disambiguation. Utilizing it as a feature will in-
crease the F1-score above that of the model that incorporates frequency 
count as a feature. Further enhancement was achieved when annotating 
the target polysemous word using weak supervision. The model trained 
on sentence sense with weak supervision data and word frequency count 
reported the highest score, 0.95853. This is a considerable improvement 
in model performance, particularly for word disambiguation, because 

the weak supervision provides an annotation for the target word, and the 
frequency is an added feature that provides additional information to 
the model. The F1-score is further enhanced in ensemble BERT to reach 
0.958687. Ensemble BERT is better at disambiguating words than any 
single BERT model because it has higher predictive accuracy based on a 
weighted majority vote.  

Algorithm 4 Weighted Voting Ensemble BERT for WSD Sequence Classification 

Input: cleaned sentences tokens, cs  
cleaned senses tokens, cg 

Output: Label, l {0,1}  
set of percentage of error per word, pe  
average percentage of error, ape  
number of error per word, ne 

1: import the required modules 
2: initialize weights for each BERT model: pos_weight, freq_weight, ws_weight, 

ws_posweight, ws_freq_weight 
3: bert_tokens ← concatenate cs and cg using the ’SEP’ token 
4: insert ’CLS’ token at the beginning of bert_tokens 
5: insert ’SEP’ token at the end of bert_tokens 
6: input_id ← obtain contextual embeddings for bert_tokens 
7: attention_mask ← create a list of ones with the length of bert_tokens 
8: token_type_id ← create a list of zeros with the length of cs + 2 
9: token_type_id += create a list of ones with the length of cg + 1 
10: pad input_id, attention_mask, token_type_id with zeros to a length of 256 
11: POS BERT Model 
12: target_mask_pos ← create a list of zeros with a length of 256 
13: Find target_position 
14: Add POS tag embed in target_mask_pos at target_position 
15: pos_logits ← Run POS-BERT model on the padded inputs and 

target_mask_pos 
16: pos_probabilities ← Softmax(pos_logits) 
17: pos_prediction ← argmax(pos_probabilities) 
18: Frequency BERT Model 
19: bert_tokens_f ← concatenate freq_count to bert_tokens in line 5 
20: insert ’SEP’ token at the end of bert_tokens 
21: Find freq_count_position in bert_tokens_f 
22: Add freq_count in padded input_id at freq_count_position 
23: target_mask_f ← create a list of zeros with a length of 256 
24: Add freq_count in target_mask at freq_count_position 
25: freq_logits ← Run Freq-BERT model on the padded inputs and target_mask_f 
26: freq_probabilities ← Sof tmax(freq_logits) 
27: freq_prediction ← argmax(freq_probabilities) 
28: Weak Supervision BERT Model 
29: ws_logits ← Run Weak Supervision BERT model on the padded inputs 
30: ws_probabilities ← Sof tmax(ws_logits) 
31: ws_prediction ← argmax(ws_probabilities) 
32: Weak Supervision POS BERT Model 
33: ws_pos_logits ← Run Weak Supervision POS-BERT model on the padded 

inputs and target_mask_pos 
34: ws_pos_probabilities ← Sof tmax(ws_pos_logits) 
35: ws_pos_prediction ← argmax(ws_pos_probabilities) 
36: Weak Supervision Frequency BERT Model 
37: ws_freq_logits ← Run Weak Supervision Frequency BERT model on the 

padded inputs_target_mask_f 
38: w_freq_probabilities ← Sof tmax(ws_freq_logits) 
39: ws_freq_prediction ← argmax(ws_freq_probabilities) 
40: Weighted Voting 
41: pos_vote ← pos_weight * pos_probabilities[pos_prediction] 
42: freq_vote ← freq_weight * freq_probabilities[freq_prediction] 
43: ws_vote ← ws_weight * ws_probabilities[ws_prediction] 
44: ws_pos_vote ← ws_pos_weight * ws_pos_probabilities[ws_pos_prediction] 
45: ws_freq_vote ← ws_freq_weight * ws_freq_probabilities[ws_freq_prediction] 
46: Calculate the final label 
47: total_votes ← pos_vote + freq_vote + ws_vote + ws_pos_vote + ws_freq_vote 
48: l ← 1 if total_votes ≥ 0.5 else 0 
49: pe ← calculate the percentage of error per target word in the test data 
50: ape ← calculate the average percentage of error for the entire test data 
51: ne ← count the number of errors per target word in the test data  

The statistical analysis of the four BERT models is performed to provide 
more insights into word disambiguation. Table 11 shows that the 
ensemble BERT model’s lowest error percentage is reported (3.46 %). 
Similarly, the maximum number of errors per single target word is 3, 
equal to the lowest error reported by the single proposed models. 
Conversely, the baseline model with frequency count as a feature has 
more errors, as it reported an average error percentage of 7.09 % and a 

Table 11 
Results of the proposed BERT models.  

Proposed 
Models 

F1- 
score 

Average 
percentage of 
error (%) 

Min 
error 
value 

Max 
error 
value 

Number of 
words with 
zero error 

Frequency- 
BERT  

0.91045  7.09 0 6 45 

POS-BERT  0.91674  6.42 0 5 54 
Weak 

Supervision 
POS-BERT  

0.94347  4.74 0 5 62 

Weak 
Supervision  

0.95653  3.81 0 3 67 

Weak 
Supervision 
Frequency- 
BERT  

0.95853  3.49 0 4 70 

Ensemble 
BERT  

0.95868  3.46 0 3 69  
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maximum error value of 6. Including additional features with weak 
supervision greatly improves the model’s performance. It enhances the 
prediction by increasing the number of words with zero error from 45 to 
70 in the frequency count and from 54 to 62 for POS. Similarly, the 
ensemble BERT model was able to classify the senses for 69 words 
correctly. Because the ensemble BERT mode has the highest F1 score and 
the lowest percentage of error, it would be used to compare with the 
state-of-the-art. 

Fig. 12 presents a bar plot for the number of errors for some target 
words. The target words are chosen to show all cases in predictions. 
However, the overall performance shows that adding these features 
improves the model performance, where the total number of errors per 
target word decreases. The ensemble model has the best performance, 
where it usually gives the lowest number of errors for a given word. 

6.2. Ensemble BERT parameter settings 

The ensemble BERT stands out as the best-performing model in WSD. 
This experiment focuses on conducting a thorough comparative analysis 
of hyperparameter settings, including batch size and the number of 
epochs. The objective is to identify and set the optimal hyperparameters 
to ensure the highest possible model performance. 

Table 12 presents the effect of varying batch sizes on the perfor-
mance of the proposed WSD ensemble BERT model. As the batch size 
increases from 32 to 256, the F1-score and the number of words with 
zero errors decrease while the average percentage of error increases. The 
F1-score is decreasing gradually with the increase in batch size, exhib-
iting rates of decline of 0.49 %, 1.18 %, and 0.8 % between consecutive 
batch sizes of 32–64, 64–128, and 128–256, respectively. This degra-
dation in the model performance can be attributed to the increase in 

batch size in WSD data, resulting in slower updates to the model 
weights. Consequently, the model tends to memorize the training data 
rather than generalize. Thus, in WSD, a smaller batch size introduces 
more frequent updates, injecting stochasticity into the optimization 
process. This stochasticity is a regularizer, preventing overfitting by 
discouraging the model from fitting noise in the training data. In the 
context of WSD, where the dataset is diverse and comprises multiple 
polysemous words, each possessing various senses, a smaller batch size 
proves advantageous. A smaller batch size will expose the model to 
diverse examples, which is beneficial in WSD. 

Fig. 12. Number of errors per some target words.  

Table 12 
Effect of changing batch size on the proposed ensemble BERT model.  

Batch 
Size 

F1- 
score 

Average 
percentage of 
error (%) 

Min 
error 
value 

Max 
error 
value 

Number of 
words with 
zero error 

32  0.95868  3.46 0 3 69 
64  0.95397  3.83 0 4 69 
128  0.94271  4.46 0 5 61 
256  0.93519  5.17 0 4 55  

Table 13 
Effect of changing the number of epochs on the proposed ensemble BERT model.  

Epochs F1- 
score 

Average 
percentage of 
error (%) 

Min 
error 
value 

Max 
error 
value 

Number of 
words with 
zero error 

10  0.95868  3.46 0 3 69 
20  0.95413  3.53 0 4 69 
30  0.96229  3.06 0 4 74  
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Table 13 presents the performance metrics of the proposed ensemble 
BERT model across different epochs in terms of F1-score, average per-
centage of error, minimum error value, maximum error value, and the 
number of words with zero error. The F1-score achieves its highest value 
of 0.96229 at 30 epochs. The average error percentage exhibits a slight 
fluctuation throughout the epochs, with the lowest value of 3.06 % 
observed at 30 epochs. Table 13 shows a relatively stable performance 
across the different training durations. The maximum error values in-
crease marginally with the number of epochs, indicating that, although 
the average error remains low, there are words with higher errors. The 
number of words with zero errors remains constant at 69 for the first two 
epochs but increases to 74 at 30 epochs. Thus, as training progresses, the 
model becomes more adept at correctly classifying more instances with 
complete accuracy. 

The proper selection of hyperparameters is crucial in training an 
efficient WSD model. The parameters chosen in the proposed WSD 
model are detailed in Table 14. The following experiments will compare 
the models with the ensemble BERT model with the parameter settings 
presented in Table 14. The batch size and the number of epoch values 
are based on a comprehensive analysis presented in Table 12 and 
Table 13. The adoption of the Adam optimizer is motivated by its ad-
vantageous adaptive learning rate and momentum features. Adam 
optimizer is one of the most used optimization algorithms in NLP 
research. Furthermore, the epsilon value is set to prevent division by 
zero and ensure numerical stability during optimization. 

6.3. Comparison with existing WSD pre-trained transformer models in the 
literature 

Since the BERT model has been widely used in WSD, the traditional 
BERT sequence classification task for English by Huang et al. (2019) was 
adopted. The WSD BERT model has been implemented on two data 
shapes (sentence-sense sentence sense with annotated word). The dif-
ference between the two data shapes while training BERT is in the 
signaling target word. The sentence-sense with annotated word data 
shape is similar to the sentence-sense data shape presented in Table 9, 
with a single difference that includes the indices of the target word in the 
sentence. A comparison has been made on the performance of BERT 
models by adopting Huang et al. (2019) BERT models to the collected 
and El-Razzaz et al. (2021) Arabic data by utilizing AraBERT Antoun 
et al. (2020). The choice of adopting Huang et al. (2019) BERT models 
was due to the availability of the authors’ fine-tuned BERT model. Thus, 
the model hyperparameters are extracted and used for AraBERT Antoun 
et al. (2020) to build a fair comparison of the algorithm on Arabic WSD 
datasets. 

The algorithm by El-Razzaz et al. (2021) is replicated on their pub-
lished dataset. This model is also tested on the collected data after 
reshaping it to match their training data format and compared with 
them. The reshaping was done by constructing sentence-sense pairs for 
each sense, where only two samples exist, one true and the other false. A 
further test is conducted by training their fine-tuned BERT model on the 
proposed sentence-sense dataset presented in Table 7, where there are 
more than two samples per sense. This test aimed to demonstrate the 
impact of data shape in developing a more robust model. The choice of 
using Arabic Gloss WSD BERT was motivated by the availability of the 
authors’ fine-tuned BERT model and the accompanying dataset. The 

comparison is based on the model and data found in GitHub El-Razzaz 
(2021). Thus, a fair comparison could be built to evaluate their algo-
rithm on the generated Arabic WSD dataset in this paper. 

Al-Hajj and Jarrar (2022) also proposed another approach that uses 
the Arabic BERT model with single quotes supervised signal around the 
target word; however, neither the model nor the data are available. 
Thus, due to the unavailability of dataset and hyperparameter settings, 
there is no ability to compare them. They have also conducted a 
comparative analysis of various pre-trained transformer models, deter-
mining that AraBERT stands out as the superior choice. Thus, the 
CAMelBERT model proposed by Inoue et al. (2021) and the QARiB 
model developed by Abdelali et al. (2021) have been implemented to 
validate the effectiveness of the AaBert model on other WSD datasets. 
These pre-trained models are applied to the generated and El-Razzaz 
et al. (2021) datasets to evaluate their performance effectively in the 
context of WSD. Statistical analysis on this dataset is also performed for 
all adopted models to measure their disambiguation capabilities. 

Table 15 compares the proposed ensemble BERT approach and the 
state-of-the-art pre-trained transformer models on both the collected 
dataset and the El-Razzaz et al. (2021) dataset. This table presents the 
F1-score, average, minimum, and maximum error percentage resulting 
from the models. Table 15 shows that testing the Arabic Gloss WSD El- 
Razzaz et al. (2021) on the data presented in this paper has resulted in 
the lowest F1-score of 0.48028. This low score can be justified as only 
two samples per given word sense. This data distribution leads to a 
limited learning capability of the model in distinguishing between 
various senses. The F1-score increased to 0.74646 when utilizing the 
sentence-sense dataset presented in Table 9, thus incorporating more 
senses. This F1 score is quite similar to the replicated Arabic gloss WSD 
proposed by El-Razzaz et al. (2021). However, the performance of these 
two models on the El-Razzaz et al. (2021) dataset is almost similar. The 
observed performance can be attributed to the incomprehensive nature 
of the data. 

BERT models proposed by Huang et al. (2019) perform better word 
disambiguation, resulting in an F1-score of 0.89278 for sentence sense 
on the collected dataset. The WSD performance is improved to achieve 
an F1-score of 0.93443 in sentence-sense with annotated words. The 
BERT-based sentence sense exhibits its lowest performance on the El- 
Razzaz et al. (2021) dataset, with an F1 score of 0.50903. However, this 
score increases to 0.84115 when annotating the target word. Annotating 
the target word increased the model performance because the model can 
now emphasize the polysemous word. 

The other pre-trained models, CAMelBERT and QARiB, have 
demonstrated effective performance, achieving F1 scores exceeding 
0.76 on both datasets. Although several other BERT models have also 
exhibited strong disambiguation performance, the proposed ensemble 
BERT model outperforms them, achieving superior results on both 
datasets. It attains the highest F1 scores, reaching 0.96229 for the 
collected dataset and 0.85937 for the El-Razzaz et al. (2021) dataset, 
underscoring its effectiveness in comparison to other models. 

Table 15 also presents the average error percentage for all target 
words. The proposed Ensemble BERT model (3.06 %) on the generated 
dataset reports the lowest average error percentage. Increasing the 
number of samples per sense, as in sentence-sense Arabic Gloss BERT, or 
adding more features, as in sentence-sense with annotated words, has a 
positive impact by decreasing the average percentage of errors for the 
collected dataset. Thus, having a more extensive and diverse dataset 
contributes to better disambiguation results. Moreover, all the methods 
achieved a minimum error percentage per word of 0 %, implying that 
they correctly predicted the sense for some words. However, all models, 
except the ensemble model, proved inadequate in disambiguating 
certain words, as the models achieved a maximum error percentage of 
100 % across the El-Razzaz dataset. The replicated Arabic gloss BERT 
applied to the collected data also has yielded a 100 % percentage of error 
for some words in the collected dataset. The high error percentage un-
derscores a substantial limitation in the disambiguation capabilities of 

Table 14 
Hyperparameter setting.  

Parameters Values 

Optimizer Adam 
Learning Rate 2e-5 
Epsilon 1e-8 
Batch Size 32 
Epochs 30  
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these models, although an acceptable F1-score of 0.77885 has been 
achieved. The ensemble model has yielded a superior performance on 
both datasets, thus effectively addressing and resolving word ambiguity 
within these specified datasets. 

6.4. Comparison with Naïve approach 

In the existing literature, several Naïve-Bayes (NB)-based approaches 
have been proposed by researchers, such as those proposed by Ahmed 
and Nürnberger (2008), Diab (2004), Elmougy et al. (2008). The first 
two approaches utilized the NB algorithm for Arabic/English Word 
Translation Disambiguation, while the latter focused on Arabic WSD. 
The NB-based WSD approach proposed by Elmougy et al. (2008) is 
evaluated on the collected dataset presented in this paper to ensure a fair 
comparison. However, a challenge was encountered as the code imple-
mentation by Elmougy et al. (2008) was unavailable to compare the 
results of their NB-based classifier on different data directly. Thus, their 
approach was implemented according to the description provided in the 
paper and tested on the data collected in this paper. Table 16 reported 
the F1-score of the implementation compared to the proposed Ensemble 
BERT model, which shows better performance than the NB model. The 
NB model was not utilized on the El-Razzaz et al. (2021) dataset due to 
the limitation of having only one example sentence for each sense. This 
insufficient data hinders the Bayesian network’s ability to learn senses 
and generalize effectively. 

Data statistics were conducted to gain insights into the performance 
of the NB-based classifier. The percentage of error per target word is 
calculated, which ranges from 0 to 15 %, with an average error rate of 
8.88. The average error rate for the proposed Ensemble BERT approach 
is much lower than that of the NB-based classifier. During these ana-
lyses, it was observed that the NB classifier could not predict more than 
one sense of some words. This indicates the limitations of the NB-based 
approach. In contrast, the proposed Ensemble BERT could predict a 
wider range of senses for polysemous words. It is important to note that a 

direct statistical comparison between the NB-based approach and the 
approach may not be appropriate due to the inherent differences in data 
distribution and the number of samples per class. In the NB-based 
approach, the classes correspond to the senses of each target word. 
Therefore, the dataset is structured based on the senses of the words, 
which can result in varying sample sizes for each sense. 

7. Case study 

The Arabic language poses significant challenges in NLP due to its 
complexity and lack of a comprehensive lexical database, particularly 
for polysemous words. Research in Arabic NLP lags, creating a critical 
need for effective WSD methods to enhance downstream tasks. This case 
study explores the application of the proposed Ensemble WSD BERT 
model to improve the performance of sentiment analysis in MSA. This 
experiment includes four main steps: data collection, data disambigua-
tion, data replacement, and sentiment analysis. 

7.1. Data collection 

The sentiment analysis dataset in MSA was collected from the web, 
ensuring each sentence contained an ambiguous word. The dataset is 
collected so that none of the samples in the sentiment analysis data is 
presented in the collected WSD data. The dataset, consisting of 1100 
samples, was chosen with a specific purpose to test the effectiveness of 

Table 15 
Comparison with the BERT models from the literature on the collected dataset.  

Tested Models Collected Dataset El-Razzaz et al. (2021) Dataset 

F1 
score 

Average 
percentage of 
error (%) 

Min error 
percentage (%) 

Max error 
percentage (%) 

F1 score Average 
percentage of 
error (%) 

Min error 
percentage (%) 

Max error 
percentage (%) 

Proposed Ensemble BERT  0.96229  3.06 0 44.44  0.85937 15.82 0 50 
CAMelBERT Inoue et al. 

(2021)  
0.94061  4.71 0 33.33  0.82736 17.41 0 100 

QARiB Abdelali et al. 
(2021)  

0.80972  14.56 0 55.56  0.76184 24.42 0 100 

BERT based sentence with 
annotated word Huang 
et al. (2019)  

0.93443  5.38 0 44.44  0.841156 11.73 0 100 

BERT based sentence-sense  
Huang et al. (2019)  

0.89278  9.04 0 44.44  0.509033 17.73 0 100 

BERT based sentence-sense 
Arabic Gloss WSD El- 
Razzaz et al. (2021)  

0.74646  18.36 0 45.45  0.75969 22.75 0 100 

Arabic Gloss WSD El- 
Razzaz et al. (2021)  

0.48028  53.35 0 100  0.77885 22 0 100  

Table 16 
Comparison of the proposed Ensemble BERT model with Naïve approach.  

Approach F1- 
score 

Average 
percentage of 
error (%) 

Min 
error 
value 

Max 
error 
value 

Proposed Ensemble 
BERT  

0.95868  3.46 0 3 

Naïve approach 
Elmougy, Taher, and 
Noaman (2008)  

0.47155  8.8 0 15  

Fig. 14. Distribution of ambiguous words in sentiment analysis data.  
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WSD in a controlled yet diverse environment. The distribution of 
sentiment labels was selected to be more balanced than having high 
variations between labels. It comprises 53 % labeled as positive and 47 
% as negative, ensuring that the model does not lean towards a partic-
ular sentiment and maintains a fair representation of real-world senti-
ment distribution. 

Figs. 13 and 14 provide valuable insights into the dataset charac-
teristics. Fig. 13 illustrates the average length of sentences, indicating 
that most sentences range from 5 to 15 words, with the most common 
length being eight words. This information is essential for understanding 
the textual context in which sentiment is expressed. Figure 16 delves 
into ambiguity statistics, revealing the frequency distribution of 
ambiguous words in the collected sentiment analysis data. The fre-
quency ranges from 9 to 55. This variation of ambiguity reflects the 
complexities inherent in sentiment analysis, where polysemous words 
can significantly impact the accuracy of sentiment classification. 

7.2. Data disambiguation 

The collected data was disambiguated using the proposed Ensemble 
WSD BERT model. The data were entered as input to the model to 
predict the sense of each ambiguous word. The model yielded results 
with the predicted sense of each word. Table 17 presents the F1 score, 
average percentage of error, and the total number of successfully 
disambiguated words, where the model could differentiate between 
different senses. The proposed WSD model on the collected sentiment 
analysis demonstrates effective generalization on unseen data, 
achieving an F1 score of 0.9133. The average error percentage was 6.40 
%, with 20 correctly classified words without false positives or nega-
tives. This indicates the proposed WSD model generalization ability. 

7.3. Data replacement 

After the disambiguation process, each polysemous word instance 
was substituted with its corresponding predicted sense. The output data 
generated by the WSD model was utilized to replace every ambiguous 
word with its predicted sense, forming a new set of sentiment analysis 
data. This step was crucial to guarantee that the sentiment analysis 
model avoids making erroneous predictions stemming from misinter-
preting sentences or inappropriate misunderstandings of words. 
Consequently, every ambiguous word was systematically replaced by its 
identified sense. Table 18 exemplifies four samples of sentiment analysis 
data following this enhancement. 

7.4. Sentiment analysis model 

After completing the data replacement process, a Random Forest 
classifier was applied to the dataset before and after disambiguation. 
Evaluating the model’s performance involved computing performance 
metrics like precision, recall, and F1 score. Predicted samples were 
visualized to understand the impact of the disambiguation process on 
sentiment detection. The dataset was partitioned into training and 
testing sets with an 80:20 ratio for constructing the Random Forest 
model. 

Table 19 provides insight into the RF model’s precision, recall, and 
F1 score. It includes results when the model was trained on 80 % of the 
original sentiment data and tested on the remaining 20 %, as well as 
when it was trained on 80 % of the disambiguated data and tested on the 
same proportion. Both scenarios used identical samples for training and 
testing to ensure a fair comparison. 

The results in Table 19 show that the Ensemble WSD BERT model 
demonstrated robust disambiguation performance, significantly 
improving sentiment analysis results. After disambiguation, the model 
trained on data reported higher performance metrics (precision, recall, 
and F1 score). The disambiguated data led to a notable increase in the F1 
score, which balances both precision and recall of the sentiment analysis 
model, from 0.7841 to 0.8072. The increase in F1 score indicates an 
improvement of 2.31 %. 

Fig. 15 provides detailed statistics on the results. The percentage of 
improvement presented in the figure was evaluated using the formula: 
⃒
⃒
⃒
⃒
ValueAfterWSD − ValueBeforeWSD

ValueBeforeWSD

⃒
⃒
⃒
⃒*100 

This formula provides a quantitative measure of the percentage of 
improvement where ValueAfterWSD represents the metric’s value after the 
WSD process, and ValueBeforeWSD represents the metric’s value before the 
WSD process. 

Fig. 15 illustrates a significant improvement in the model’s perfor-
mance, particularly its ability to predict negative samples. The 
enhancement in handling negative sentiments is remarkable, with a 
substantial increase of 9.8 %. This improvement underscores the 

Fig. 13. Sentence length variation per class.  

Table 17 
Testing results of the proposed Ensemble BERT WSD model on 
Sentiment Analysis dataset.  

Metric Score 

F1 score 0.9133 
Average percentage of error 6.40 
Number of words with zero errors 20  

Table 18 
Samples from sentiment analysis data before and after disambiguation.  

Original Sentences Disambiguated Sentences Sentiment 

ىلإيدؤيةيانعلاةلقولامهإلا
ربلانادقف . 

ببححنادقفىلإيدؤيةيانعلاةلقولامهإلا
ححممققللاا . 

Negative 

زييمتلاببسبراثباشلا
يعامتجالاملظلاو . 

ببسبااددييددششااببضضغغببضضغغباشلا
يعامتجالاملظلاوزييمتلا . 

Negative 

ةمدخيفينافتلاربتعي
لئاضفلالجأنيرخآلا

ةيناسنإلا . 

،،ممظظععأأنيرخآلاةمدخيفينافتلاربتعي
ةيناسنإلالئاضفلاممررككأأ . 

Positive 

نمةليمجتاظحلدعبرئازلاىضم
ءاقللا . 

نمةليمجتاظحلدعبرئازلاددععتتببااووببههذذ
ءاقللا . 

Positive  

Table 19 
Results of the Random Forest sentiment analysis classifier.  

Dataset Precision Recall F1 score 

Original Sentiment Analysis Data  0.9237  0.6812  0.7841 
Disambiguated Sentiment Analysis Data  0.9406  0.7070  0.8072  
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effectiveness of the disambiguation process in addressing challenges 
that existed before, notably related to the model’s bias in associating 
specific polysemous words with the positive class. 

Before disambiguation, the model was predisposed to link certain 
polysemous words with positive sentiments. This bias was a potential 
source of inaccuracy in predicting sentiments, especially those leaning 
toward negativity. The disambiguation process was crucial in mitigating 
this bias, allowing the model to make more accurate and contextually 
relevant predictions. 

Moreover, the overall correctness of predictions has improved, with 
a 4.6 % increase. This improvement translates into a 4.375 % increase in 
the number of correct predictions and a 1.835 % enhancement in posi-
tive predictions. Thus, the disambiguation process positively impacted 
various aspects of the model’s predictive capabilities. 

Table 20 compares two sentiment prediction samples before and 
after the WSD process. The sentences, their predicted sentiments before 
and after WSD, and the actual sentiments are presented in the table. The 
table shows that sentiment predictions shifted from positive (before 
WSD) to negative (after WSD) in both sentences. The results in the table 
indicate that the disambiguation process profoundly impacted the 
model’s understanding, resulting in more accurate sentiment pre-
dictions. The change in predictions suggests that polysemous words in 
the sentences influenced the model’s initial sentiment predictions. The 
disambiguation process likely clarified the intended sense of these 
words, leading to more contextually accurate sentiment assignments. 
The first sentence was originally predicted as positive but was later 
corrected to negative after WSD, highlighting the importance of 
contextual sensitivity. Disambiguating the meaning of words in context 
allows the model to discern better the overall sentiment conveyed by the 
sentence. 

Table 21 shows the samples that the model remained unable to 
predict their polarity even after disambiguation. The model cannot 
disambiguate the sentiment in the first sentence even after the disam-
biguation process. Before and after WSD, the model predicted a positive 

sentiment, while the actual sentiment was negative. This persistent 
misclassification suggests a continued challenge in capturing the nega-
tive implication of the sentence, potentially influenced by the specific 
complexities or context. In the second sentence, the model maintains the 
exact sentiment prediction even after WSD. Both predictions are nega-
tive, while the real sentiment is positive. Despite the disambiguation 
attempt, the model’s difficulty in recognizing the positive context 
highlights the complexity of accurately interpreting sentiments in 
certain linguistic constructs. The persistent misclassifications suggest 
that the model might face challenges in understanding the contextual 
cues that influence sentiment. However, although these samples exist 
but they represent a minority of the predictions. 

The obtained sentiment analysis results highlight the effectiveness of 
the Ensemble WSD BERT model and also emphasize its role in resolving 
biases and enhancing the model’s overall precision. This enhancement 
contributes to a more reliable and context-aware sentiment prediction, 
demonstrating the importance of addressing polysemy-related chal-
lenges in NLP tasks. 

8. Discussion 

RQ1 How does the newly created dataset of frequently occurring 
Arabic words in MSA contribute to the Arabic WSD field? 

Answer: The newly created dataset contributes significantly to the 
field of Arabic WSD. It represents a comprehensive resource for imple-
menting more precise and robust disambiguation algorithms. This 
dataset offers researchers the advantage of a standardized collection of 
frequently occurring words. The dataset encompasses highly 
information-rich content words, including nouns and verbs, as shown in 
Fig. 5. This diverse corpus provides a high level of contextual informa-
tion, thereby enhancing the disambiguation process. Moreover, the 
dataset has been constructed systematically, ensuring each sense is 
accompanied by ten example sentences. This systematic approach 

Fig. 15. Sentiment analysis results.  

Table 20 
Samples where model predictions are corrected after disambiguation.  

Samples Predicted after 
WSD 

Predicted before 
WSD 

Real 
label 

بآرهشلالخلصاوتملالمعلا
قاهرإلاباروعشريثي . 

Negative Positive Negative 

يفىوهتاجتنملاىلعبلطلا
ريخألاعبرلا . 

Negative Positive Negative  

Table 21 
Samples where model predictions persisted in ambiguity even after 
disambiguation.  

Samples Predicted after 
WSD 

Predicted 
before WSD 

Real 
label 

نعريبعتللةصرفلاهلحنميمل
هراكفأوهئارآ . 

Positive Positive Negative 

نانيعاهيدللظي،ةيؤرلالكاشممغر
لبقتسملاىلإنارظنت . 

Negative Negative Positive  
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promotes equal learning among senses, effectively mitigating bias be-
tween near senses. 

RQ2 How do different data representation techniques impact the 
suitability of the dataset for Arabic WSD? 

Answer: This paper presents a BERT-based WSD model trained using 
various data representation techniques. The introduction of weak su-
pervision, as detailed in Table 11, complements the existing benchmarks 
in the field, including sentence sense and sentence with annotated word 
approaches, as summarized in Table 15. The percentage of error de-
creases when altering the data configuration. Specifically, different data 
representation techniques reduce the error percentage from 9.04 % for 
sentence sense to 5.38 % for sentences with annotated words and further 
to 4.74 % with the incorporation of weak supervision. This observation 
shows the importance of annotating the target word with weak super-
vision, as it significantly enhances the model’s proficiency in accurately 
identifying and classifying polysemous words within the context. 

RQ3 How does applying BERT models enhance the disambiguation 
process? 

Answer: BERT consistently delivers impressive results in various 
NLP tasks, achieving high accuracy with remarkably low error rates. For 
instance, in WSD, BERT distinguishes between word senses, yielding a 
high precision rate by accurately identifying the intended meaning of 
polysemous words. For example, referring to Table 11, the BERT model 
achieved high results with a low average error percentage. BERT’s 
contextual understanding allows proper disambiguation of a given sense 
based on the surrounding context, leading to fewer disambiguation er-
rors. The BERT model was able to disambiguate all senses for 70 poly-
semous words out of 100 when incorporating word frequency count. 

RQ4 To what extent does the inclusion of part-of-speech (POS) in-
formation improve the accuracy and effectiveness of Arabic WSD models 
based on BERT? 

Answer: The integration of POS tags into BERT-based WSD models 
plays a significant role in refining their accuracy and effectiveness. POS 
tags provide vital syntactic cues that assist in disambiguating polyse-
mous words by revealing a word’s grammatical role in a sentence. For 
instance, Table 11 shows an increase in correctly disambiguated words 
from 54 to 62 when adding POS tags to the BERT with weak supervision. 
Additionally, Fig. 12 shows a total disambiguation of the word “ دحأ ” 
(>Hd) in diverse contexts for weak supervision BERT models with POS 
tag. This shows that POS enables precise differentiation between 
different tags, thus reducing ambiguity. However, the degree of 
improvement can vary depending on factors like the quality of POS 
tagging for the Arabic language. 

RQ5 How does considering word frequency affect the performance 
of Arabic WSD models, mainly when dealing with rare words? 

Answer: Word frequency significantly influences the performance of 
Arabic WSD models, with a pronounced effect when dealing with rare 
words. This is shown in Table 11, where the model of weak supervision 
with frequency counts has the highest number of totally disambiguated 
words. This means that it was able to disambiguate rare words where the 
previous BERT model failed to disambiguate. In addition, Zipf’s prin-
ciple, introduced in 1945 Zipf (1945), establishes a fundamental 
connection between word frequency and the number of meanings. Ac-
cording to this principle, words occurring more frequently in a language 
tend to have a more significant number of meanings. Arabic WSD 
models capitalize on this principle to guide their disambiguation pro-
cess. When dealing with rare words, the proposed models prioritize 
contextual information to compensate for the scarcity of frequency- 
driven sense distinctions. For instance, referring to Fig. 12, a less com-
mon term such as “ درب ” (barod), the percentage of error decreased from 
4 % to 1 % by adding frequency count to weak supervision. 

RQ6 What benefits does the weighted ensemble approach offer in 
Arabic WSD, and how does it contribute to the disambiguation of spe-
cific word senses? 

Answer: The weighted ensemble approach presents several benefits 
in the Arabic WSD domain, significantly enhancing the disambiguation 

of specific word senses. This approach can combine multiple models’ 
outputs, thereby capitalizing on the strengths of individual models and 
mitigating their weaknesses. The weighted ensemble approach achieves 
the highest F1 score, as in Table 11. Simultaneously, it has the lowest 
percentage of errors, proving its ability to minimize disambiguation 
errors. This approach takes advantage of incorporating POS tags, word 
frequency, and weak supervision, thus disambiguating both frequent 
and rare terms. 

RQ7 Under what conditions and to what extent do BERT-based ap-
proaches outperform traditional methods, like Naive Bayes, in Arabic 
WSD? 

Answer: BERT-based approaches excel over traditional methods, 
such as Naive Bayes in Arabic WSDs. This is shown from the results 
presented in Table 13, with BERT-based approaches yielding a notably 
high F1-score of 0.95868 and a remarkably low average error rate of 
3.46 %. This showcases their ability to balance precision and recall, 
translating into heightened accuracy. Furthermore, the consistent su-
periority of BERT-based approaches across the F1-score, error rate 
metrics, and the range of error values illustrates their reliability and 
robustness. Their capacity to outperform traditional methods extends to 
a broad spectrum of word senses and contexts, making them the 
preferred choice for accurate and versatile Arabic WSD applications and 
emphasizing their indispensable role in advancing the field. 

RQ8 What are the predominant errors the proposed Arabic WSD 
system makes, and do they reveal common patterns or linguistic chal-
lenges that must be addressed? 

Answer: The analysis of the error types made by the proposed Arabic 
WSD system offers crucial insights into common linguistic challenges 
and patterns. Referring to Fig. 12, disambiguating some words like “ نيد ” 
(dyn) has a consistent output regardless of the model, features, and data 
representation technique used. This analysis underscores the need for 
addressing domain-specific language usages, necessitating tailored 
strategies for improvement. 

RQ9 How does the scarcity of Arabic language resources, such as 
sense-annotated corpora and lexicons, affect the performance and 
feasibility of Arabic WSD systems? 

Answer: The scarcity of Arabic language resources, including sense- 
annotated corpora and lexicons, impacts the performance and feasibility 
of Arabic WSD systems. Insufficient resources hinder the development 
and training of robust WSD models, as they rely on large-scale, high- 
quality data for effective performance. Table 10 shows that the repli-
cated BERT model, which is trained on the El-Razzaz et al. dataset, has a 
low F1 score and failed to disambiguate some polysemous words. The 
word disambiguation failure happened due to the non- 
comprehensiveness and low diversity of the dataset, although it is 
considered large data. Additionally, limited sense-annotated corpora 
make the generalization of WSD models challenging. 

9. Conclusion and future work 

The ambiguity of Arabic words increases for several reasons, like 
missing diacritics and normalized data in most published articles. Arabic 
is also agglutinative and complex, containing similar words with 
different senses at multiple levels. This paper presents disambiguating 
Arabic words using BERT. It incorporates new data features that strongly 
correlate with target polysemous words. Ensemble BERT was introduced 
to get an enhanced WSD BERT model. Weighted voting, which gives 
higher weights to better models, was used to build the ensemble model. 
The statistics showed that incorporating these features improves the 
model performance, although the F1-score slightly increased. A sense 
extensive dataset is collected to perform the task of word disambigua-
tion. The proposed approach has outperformed other adopted bench-
mark algorithms. The proposed Ensemble WSD model exhibits robust 
generalization on unseen data, extending its effectiveness to enhance 
downstream tasks such as sentiment analysis. 

In the future, the work will involve expanding the dataset used for 

S. Kaddoura and R. Nassar                                                                                                                                                                                                                   



Journal of King Saud University - Computer and Information Sciences 36 (2024) 101911

23

WSD and re-running the experiments on a larger and more diverse data 
corpus. This expansion could significantly enhance the model’s perfor-
mance, exposing it to more diverse language contexts and complexities 
and enabling a more robust WSD. The increased data volume could lead 
to improved model generalization and effectiveness in handling more 
polysemous words and their senses, making it a valuable direction for 
further research in Arabic NLP, like machine translation. 
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